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FOREWORD

The Committee on Space Research (COSPAR) held its third Inter-

national Space Science Symposium in May 1962 in Washington, D. C.

This volume presents acollection of 14 papers co-anthoredor presented

at the meeting by personnel of NASA's Goddard Space Flight Center,

Greenbelt, Maryland.

There has been no attempt to arrange the papers in any particular

sequence, nor to cross-reference those which are closely related. Their

publication within a single NASA TechnicalNote, rather thanas separate

ones, was prompted by recognition of the growing need for more inter-

disciplinary communication. It is to be hoped, therefore, that readers

of any of these papers will find material of interest in all of them.

Technical Information Division

Goddard Space Flight Center

Greenbelt, Maryland

G-284 i
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STRUCTURE OF THE UPPER ATMOSPHEREDEDUCED FROM

CHARGED PARTICLE MEASUREMENTS ON ROCKETS AND

THE EXPLORERVIII SATELLITE

R. E. Bourdeau and S. J. Bauer

Goddard Space Flight Center

SUMMARY

The ion composition measured directly at altitudes above the F2

peak by the Explorer VIXI satellite(1960 _1) is compared with the ion
composition inferred indirectly from recent rocket measurements of

charged particle densities. These data show that there are two transi-
tion regions (from O + to He + and from He + to H +) in the upper iono-

sphere rather than a single transition from O + to H + as was previously
believed. The results place the altitude at -_hichO+/He += 1 between

800 and 1400 kln depending on the atmospheric temperature. The meas-

ured temperature in the upper ionosphere was found to be constant with
altitude within a few percent and consistent with a previously developed

empirical relation which predicts the temperature as a function of
diurnal time and of solar activity. The determined aRitudes of the ion

transition levels are in good agreement with a theoretical model which

predicts these aRitudes as a function of atmospheric temperature.

Langmuir probe measurements of electron temperature made on
the Explorer VIII satellite, together with those obtained on recent
rocket flights, are compared herein with reference atmospheres. This
comparison favors the concept of temperature equilibrium in all but
the lower F region of the quiet daytime ionosphere. A revision of theo-
retical considerations, based on present knowledge of ionizing radia-
tion and energy transfer mechanisms, is offered to explain the ob-
served detailed altitude dependence of the difference between electron
and neutral gas temperatures. From a comparison of Explorer VIII
data and several rocket measurements of charged particle densities, a
diurnal temperature variation of about 80 percent is indicated in the
isothermal altitude region of the upper atmosphere.

INTRODUCTION

The structure of the upper atmosphere is defined in terms of its density, temperature, and chem-

ical composition. This paper presents results of studies on the structure of the ionized atmosphere.

The value of the charged particle data is enhanced when, as is done here, the data are compared with

recent reference atmospheres and solar radiation observations.



To establisha basisfor discussionof the mostrecent results,it will behelpfulto summarizeour
knowledgeofupperatmosphereionic compositionas it existeda yearago. Theionsformedin thegreat

+ + O+.est numbersin the lower ionosphereareN2,02,and TheN2 ions disappear very rapidly at lowpres-

sures by dissociative recombination (Reference 1), so that their concentration is small. Chemical re-

actions of 0 + with molecular nitrogen produce NO +, and the principal ions which exist below the F2 pea
+

are O+,NO +, and 02. Early flights of a Bennett RF mass spectrometer in the auroral zone showed that

the ions below 200 km are principally diatomic, O+ predominating at the lower altitudes (Reference 2).

More recently, flights of the same experiment at middle latitudes have shown that, of the two molecu-

lar ions, NO + was predominant below 200 km (Reference 3). In both sets of data, the ionic composi-

tion measured above 200 km was essentially atomic in nature- mainly O + Results from RF spec-

trometer (Reference 4) and ion trap (Reference 5) experiments flown on Sputnik III (1958 _2) showed

that O + remains predominant up to at least 800 km. In the early reporting of data (References 6 and 7)

from a retarding-potential experiment flown on the NASA Explorer VIII satellite (1960 _ 1), it was

demonstrated that O+ predominates at 1000 km in the daytime ionosphere.

In the absence of experimental results, it has been generally believed that at an altitude of ap-

proximately 1300 km the ionic composition would change directly from atomic oxygen to protons. One

of the important results of the NASA ionospheric physics program has been the conclusion, drawn

from several experimental observations, that an additional transition region must be considered and

that a "helium layer" is interposed between the re_ions where 0 + and H + predominate. Nicolet (Ref-

erence 8) had previously deduced from observations of drag on the NASA Echo I satellite (1960 L 1)

that neutral helium is an important constituent at very high altitudes. His estimates of the neutral

helium number density have subsequently been verified by ground-based optical experiments con-

ducted in the USSR (Reference 9).

Even though the discovery of the ionized helium layer is recent, it is already possible to deduce

a preliminary relationship between the atmospheric temperature and the altitudes of the O + to He +

and He + to H+ transition regions. Throughout this paper, we define the transition altitudes as those

altitudes where the ratios O+//He + and He+/H + equal unity. Four separate measurements of the lower

transition altitude and one of the upper transition altitude are available.

IONIC COMPOSITION

We shall consider first the data from the Explorer VIII retarding-potential experiment, which is

illustrated schematically in Figure 1. This experiment is based on the proposition that, because of

the high satellite velocity, the kinetic energy (relative to the vehicle) of an ion is proportional to its

mass. A measurement of this kinetic energy can be derived from the behavior of the collected ion

current as a function of an applied retarding potential. Specifically, the potential of the collector,

relative to the plasma, at which one half of the ions of mass M+are retarded is given by

M+(V cos _)2
CR - 2_ ' (i)
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Figure l--Results of the Explorer VIII retarding-
potential experiment at an altitude of 1000 km
under daytime conditions. The instrument is
shown schematically at the left

where V is the satellite velocity, 8 is the angle of the sensor relative to the velocity vector, and e is

the electronic charge. To give accurate ratios of the ionic constituents, the sensor must be pointed

in the direction of motion-- a condition which, because of the short active life of the satellite, did not

prevail except in the altitude region between 700 and 1600 kin, and then under daytime conditions only.

Experimental points for an altitude of 1000 kin are shown in Figure 1. The monotonically decreasing

nature of the curve is characteristic of a single ionic constituent which, by substituting into Equation 1

the known satellite velocity and orientation and the value of ¢_ from Figure 1, is identified as O + The

abscissa in Figure 1 is the collector-to-plasma potential Cop which is the algebraic sum of the applied

collector potential ¢c and the satellite-to-plasma potential Csp measured separately by a Langmuir

probe.

Theoretical retarding-potential curves computed from an expression given by Whipple (Refer-

ence 10) for binary mixtures of helium and oxygen and of hydrogen and oxygen are presented in Fig-

ures 2 and 3, respectively. It is seen that an oxygen-helium mixture is characteristically identified

by an inflection point, and an oxygen-hydrogen mixture by distinguishable plateaus. The shapes of

these curves are relatively insensitive to the ion temperature T÷. Since the Explore r VIII data at al-

titudes of about 1600 km are characterized by inflection points, it was concluded that the predominant

ions at this altitude are O + and He + (Reference 11). By fitting the experimental points to the family

of oxygen-helium curves shown in Figure 3, it was found that the lower transition altitude (O + to He +)

was about 1400 km for an atmospheric temperature of approximately 1750°K.
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Hanson (Reference 12), who first reported on upper atmosphere helium ions, has indirectly de-

termined both transition altitudes from the changes in scale height of an ion density profile obtained

by Hale (Reference 13) in an ion trap experiment flown on NASA Scout ST-2. The atmospheric tem-

perature derived from the scale height of the electron-ion gas in the region between 1600 and 3400 km,

on the assumption of a mean ionic mass of 4 amu, was 1600 ° K. The transition altitudes from O+

to He + and from He + to H+ which Hanson estimated are 1150 and 3500 ]an, respectively. Figure 4

shows an electron density profile obtained by Bauer and Jackson (Reference 14) from a radio propa-

gation experiment flown on NASA Scout ST-7. The right-hand ordinate scale is the true or geometric

altitude, while the left-hand scale is the geopotential height which takes into account the altitude vari-

ation of the acceleration of gravity. As illustrated, the experimental data are more consistent with a

transition from O+ to He + (solid line) than from O+ to I-I+ (dashed line). In this case, the inferred at-

mospheric temperature is 1350°K and the transition altitude (O+ to He +) is 1050 km.

Most recently, Doniey (private communication) has made a direct measurement of He+/O + from a

retarding-potential experiment flown on NASA Scout ST-9 into a nighttime ionosphere. From a prelim-

inary data analysis, the transition altitude appears to be below 800 km at a time when the atmospheric

temperature was approximately 800 ° K.

Figure 5 iUustrates the atmospheric temperature dependence of the transition altitudes as deter-

mined from Bauer's theoretical model (Reference 15) for the electron density distribution in an

isothermal, three-constituent i o n o s p h e r e in

diffusive equilibrium. Three curves are shown:

two for the upper transition altitude (H + = He +)

and one for the lower (He + = O+). For the latter

case, the prediction assumes that the ratio

He+/O + =- _721 has the value 10 -2 at 500 km, in

accordance with the experimental results of

Bauer and Jackson (Reference 14). Plotted on

the graph are the four experimental results re-

ferred to earlier, which show reasonably good

agreement with the theoretical curve when we

consider that the relative concentrations of

these ionic constituents may also vary with

temperature at the reference altitude.

The upper theoretical curve assumes that

the ratio H+/O + =- _31 has the value 2 x 10-4 at

500 km, a value representative of Hanson's

current estimates of proton concentration in

the upper ionosphere. The other upper transi-

tion altitude curve (_31 = 10-3) is included to
illustrate the radical reduction in the thickness

of the helium layer which would result if the

relative proton concentration were increased

by a factor of 5 at the reference altitude.
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atmospheric temperature



ALTITUDE COMPARISON OF EXPERIMENTALLY OBTAINED ELECTRON

TEMPERATURES WITH REFERENCE ATMOSPHERES

It is of considerable importance to compare electron and neutral gas temperatures, since their re-

lationship depends upon many parameters essential to the quantitative confirmation of present theories

regarding the formation of the various ionospheric regions. Because direct and indirect measurements

of charged particle temperatures have been made under radically different conditions, and because of

the limitations of the kinetic gas temperature models, various investigators have provided conflicting

answers to the important question of temperature equilibrium between electrons and heavy constitu-

ents. As this paper will show, a consistent pattern can be found in the temperature ratio of charged

particles to neutral gas by carefully separating the reported data in altitude and possibly in latitude,

and more importantly by treating conditions of quiet and enhanced solar activity as separate cases.

Before proceeding, it is important to define our use of the term "temperature equilibrium." Ac-

tually, because in the ionization process the electrons are liberated with high initial energies, their

temperature T e will be higher than that of the neutral gas T but will approach it asymptotically in

time, depending on the efficiency of the energy transfer mechanisms. We shall define temperature

equilibrium as existing when the difference between Te and T is smaller than the estimated uncertain-

ties in reference atmospheres and in experimental methods of measuring charged particle tempera-

tures. We can estimate, perhaps optimistically, that for most cases these uncertainties together are

about 10 percent of the absolute value of the kinetic gas temperature.

From presently available data, an altitude comparison of electron and kinetic gas temperature is

best obtained by comparing Langmuir probe measurements of electron temperatures with recent ref-

erence atmospheres. Langmuir probes have required considerable development in order to overcome

problems associated with the disturbance introduced into the medium by a conducting body-- problems

so complex that early results undoubtedly contain first-order errors. It was not until 1961 that elec-

tron temperatures close to accepted kinetic gas values were first reported for the E region, by Japan-

ese investigators (Reference 16), and for the upper ionosphere, from the NASA Explorer VIII satellite

(Reference 17).

To perform a valid comparison of electron and kinetic gas temperatures, it is necessary to select

electron temperature data representative of the characteristic reference atmosphere conditions of a

quiet sun at middle latitudes. Reported electron temperature results from only two rocket flights and

one satellite (Explorer VIII) meet these requirements. These data are compared with the

1961 COSPAR International Reference Atmosphere (CIRA) in Figure 6. The rocket Langmuir probe

data include the averages obtained by the two probes flown simultaneously by the Japanese, and results

obtained by the Michigan group using a bipolar probe flown on NASA Rocket 6.04 (Reference 18). All

data in the isothermal region, including the reference atmosphere, have been normalized according to

Priester's decimeter radiation relation (Reference 19} to the solar activity conditions prevailing at the

diurnal maximum of March 26, 1961 (the data of both the Japan and Michigan rocket flights). Also

included on the graph for future discussion is a measurement of the kinetic gas temperature inferred

on the basis of temperature equilibrium from a measured electron density profile (Reference 20).

6



In view of the status of Langmuir probe

technology and the limitations (imposed by the

necessity to assume a neutral composition) of

reference atmospheres, the foregoing compari-

son supports the expectation -- based on theo-

retical considerations of ionizing radiation and

energy transfer mechanisms -- of temperature

equilibrium in all but the lower F region of the

quiet daytime ionosphere (Reference 21). The

Japanese data actually show lower electron

temperatures than the generally accepted ki-

netic gas temperatures below 170 km. The

Michigan values and the reference atmosphere

are virtually identical between 140 and 190 km.

The Michigan group reports that their values

below 140 kln have larger uncertainties than

their other data. Taken together, then, the two

sets of rocket data indicate equilibrium between

100 and about 190 km.
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the Michigan electron temperature values are Figure 6--Comparison of the kinetic gas and experlmen-

tol electron temperatures for a quiet daytime ionosphere
sufficiently higher than those of the neutral gas at middle latitudes
that the difference cannot be ascribed to inade-

quacies of the reference atmosphere or to experimental electron temperature errors. Consequently,

this is a definite indication that departure from temperature equilibrium has been established for the

F region, with the maximum electron temperature values occurring at about the altitude of maximum

absorption of solar radiation.

The data obtained at apogee of the Michigan flight, which occurred at 360 km (just above the F2

peak), show a trend toward a return to temperature equilibrium. As the next section of this paper will

show, it can be predicted by quantitative revisions to the Hanson-Johnson hypothesis that the electron

and neutral gas become virtually identical at altitudes between 400 and 500 kin. This is indicated by

the dashed extrapolation of the Michigan results in Figure 6. There are several experimental justifi-

cations for temperature equilibrium well above the F2 peak. Explorer VIII data yield electron temper-

ature values within 15 percent of those of the neutral gas models. Although this small indicated depar-

ture from equilibrium could be real, it is equally likely that it represents inadequacies in the electron

temperature measurements. A second justification is the observation from ground-based radar incoher-

ent backscatter experiments (Reference 22) --which directly measure the ratio T,/T i of electron and ion

temperature- that temperature equilibrium prevails near the F2 peak throughout the day except at sun-

rise and during disturbed ionospheric conditions. The third justification comes from the general agree-

ment of temperatures computed from measured scale-heights of the electron-ion gas above the F2 peak

with accepted values of neutral gas temperature in the isothermal region. These data are discussed



in moredetail in a later section. The value given by Jackson and Bauer (Reference 20) is included in

Figure 6 for comparison with the Langmuir probe data.

Since this comparison is for quiet ionospheric conditions at middle latitudes, it does not include

results reported by the Michigan group (Reference 18) on three other NASA rocket flights, two ob-

tained under disturbed conditions and one in the auroral region. Also excluded are the results of

Smith (Reference 23) on a NASA rocket flight made within 24 hours of the onset of a geomagnetic dis-

turbance. The radar incoherent backscatter results (Reference 22) have provided experimental ev, i-

dence that disturbed ionospheric conditions result in values of TJT i of the order of 2.

THEORETICAL CONSIDERATIONS OF THE DIFFERENCE BETWEEN

ELECTRON AND KINETIC GAS TEMPERATURES

The most recent quantitative theoretical study of the ionospheric electron temperature and its

relationship to the kinetic gas temperature was made by Hanson and Johnson (Reference 21). As Fig-

ure 7 illustrates, they concluded that the electron and neutral gas temperatures are virtually identi-

cal except at altitudes between 160 and 325 kin. In this section we shall summarize their hypotheses

and then suggest modifications which are more consistent with the data presented in Figure 6.

Just after ionization has taken place the newly liberated photoelectrons, which comprise less than

1 percent of the total electron population, have energies exceeding that of the neutral gas by at least

I I I I
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Figure 7--Theoretlcal considerations of temperature

equilibrium for quiet daytime conditions

2500

14 ev. The process by which this excess energy

is transferred to upper atmosphere constituents

is an altitude-dependent phenomenon which may

be described as follows:

Below 225 kin, inelastic collisions with neu-

tral particles reduce the photoelectron energy

to 2 ev, the cutoff point of the excitation cross-

section of atomic oxygen. The 2 ev electrons

then share their energy with the ambient elec-

trons, thus raising the temperature of the latter

above that of the heavy constituents. Because

this process is very fast, the electrons have a

Maxwellian energy distribution- a conclusion

verified experimentally by the shapes of the

volt-ampere curves of those Langmuir probes

whose potentials are permitted to reach the

plasma potential.

After a Maxwellian distribution of electron

energy is established, the temperature difference

is calculated by relating the heat input to the elec-

trons to the heat lost by elastic collisions with

heavy particles:



2Q' T. - T
3Nek - ,rn , z < 225 km , (2)

where 0' is the rate at which photoelectrons of energy E1 (2 ev or less for this case) are released, N,

is the electron density, k is Boltzmann's constant, and T is the time needed for electrons of energy

Ex to transfer their excess energy to neutral particles.

Between 225 and 350 kin, the process is the same except that the time _i needed for 2 ev electrons

to transfer their excess energies to ions is shorter than 7 ; thus,

2o'(Ex) T. -T
2Nek 7"i

• 225 km< z < 350 km . (3)

Above 350 kin, the inelastic collision process is no longer efficient, and the photoelectrons trans-

fer their energy directly to the ambient electrons, raising the value of E z to E2, that is, to 14 ev or

more depending upon whether two or one photoelectrons are released per incoming photon:

2Q'(E2) T. - T

3Nk - T i
, z > 350 km . (4)

Hanson and Johnson calculated from available atmospheric models that temperature equilibrium

as we have defined it would prevail except between 160 and 325 km, a region where high solar radia-

tion absorption is accompanied by moderate values for the respective equipartition times. The prin-

cipal uncertainties in their computations result from corresponding uncertainties in cross sections

and densities of the atmospheric constituents. They noted, in proof of this, that an overestimated ex-

citation cross section of atomic oxygen caused them to overestimate the altitude at which inelastic

collisions become ineffective; and we shall note below that this radically affects the altitude domains

in which the various energy transfer mechanisms come into play. The rearrangement offers one ex-

planation for the experimental results presented in Figure 6.

The major effect of lowering the altitude above which inelastic collisions are unimportant is that

the efficiency of energy transfer by elastic collisions with ions is greatly reduced. If we must con-

sider equipartition times % based on electrons with energies of 14 ev or greater rather than 2 ev at

all altitudes, we estimate that energy transfer to ions does not control the electron temperature below

about 600 km.

Following this reasoning, we must now consider two altitude domains below 600 km: an upper

portion where energetic electrons of 14 ev or greater transfer their energy directly to the ambient

electrons; and a lower portion where, because of the intervening inelastic collision process, there are

only 2 ev of energy available for selective electron heating. In both domains the temperature differ-

ence (T -T) is finally controlled by elastic collisions with neutral constituents.

In order to provide new estimates of (T e -T) at all altitudes, Q' (E) was calculated with (T e -T)

values from Figure 6 in the altitude region where the difference is measurable (200-360 km);



equilibrationtimes_n in accordancewith HansonandJohnson;andelectrondensitiesmeasuredduring
the Michiganflight by anionosondeandby a rocket-bornepropagationexperiment. In thesecalcula-
tions,a discontinuityappearsinthe Q'{E}functionat 325km. This discontinuitymaybe attributedto the
transition altitudewhereinelastic collisions are nolongerefficient: Abovethataltitude moreenergy
(E2)is availablefor selectiveelectronheating;andthe secondarymaximumin the Michiganelectron
temperatureprofile (Figure6) in the 300-350km regionmaypossiblybeexplainedin this fashion.
Thenewequationswhichseemto applybelowandabove325km are includedaspart of Figure 6.

By anextrapolationof the Q' (E) function, and of the 7 values given by Hanson and Johnson (now

reduced above 325 kin), and of the electron density profile, we conclude for the ionospheric conditions

represented by Figure 6 that the electron and kinetic gas temperatures are virtually identical below

about 190 and above about 450 km. Below 190 km, the justification is the reduction of photoelectron

energy by inelastic collisions together with high collision frequencies. In the higher altitude region,

it appears that the heat input to the electrons is decreasing more rapidly with altitude than is the com-

bined effect of an increasing equipartition time and a decreasing electron density. This does require

a somewhat more rapid decrease in Q' (E) at the higher altitudes than would be inferred from a recent

study by Watanabe and Hinteregger (Reference 24); but, as they point out, their analysis is a first ap-

proximation which can be refined as the atmospheric composition and some photoionization and ab-

sorption cross sections become better known.

DIURNALAND SOLAR ACTIVITY VARIATION OF UPPER
IONOSPHERETEMPERATURES

Neutral gas temperatures above 200 km are generally derived from an assumed atmospheric com-

position together with atmospheric densities computed from satellite drag observations. The drag ob-

servations show that density variations are correlated with solar activity. Although not the source of

upper atmosphere heating, solar decimeter radiation- which is observable at the earth's surface- is

an indicator of this interrelationship. Different empirical equations relating the 10.7 and 20 cm solar

radiation to atmospheric temperature in the isothermal altitude region have been derived by Jacchia

(Reference 25) and Priester (Reference 19). Jacchia's equations are based on an atmospheric model

by Nicolet (Reference 26) which includes the presence of helium and in which the mean molecular

weight is computed on the basis of diffusive equilibrium of the atmospheric constituents. Priester's

model, on the other hand, makes use of a molecular mass variation typical of the 1961 CIRA reference

atmosphere.

Theories of upper atmospheric heating can be improved by comparing such models of the diurnal

and solar activity variations of neutral gas temperatures with charged particle temperatures obtained

from measurements in the isothermal altitude region. To do so, it is necessary to assume tempera-

ture equilibrium well above the F2 peak; this assumption was justified theoretically and experimen-

tally in the previous sections.

One method of deducing charged particle temperatures above the F2 peak is to measure accu-

rately the electron or ion density profile. From theoretical considerations as well as experimental

evidence, it is now well established that the distribution of electrons and ions at these altitudes

10



generally corresponds to a diffusive equilibrium distribution. One such experimental evidence, a day-

time electron profile measured by a radio propagation method (Reference 20), is illustrated in Fig-

ure 8. In such cases the slope of the charged particle distribution is a unique measure of the scale

height of the electron-ion gas; and for regions where one ionic constituent predominates it is also a

measure of the sum of the electron (T,) and ion (Ti ) temperatures. In general, the scale-height of the

electron-ion gas is given by

H' - m.g - (ln N , (5)

where m+ is the mean ionic mass, g is the acceleration of gravity, N is the charged particle density,.

and z the altitude. Thus, H' is a measure of (T, + Ti) or, in the case of temperature equilibrium, of

the neutral gas temperature T = (T, +Ti_/2.

Parenthetically, the high degree of isothermality in (T, + Ti)evidenced by the experimental re-

sults in Figure 8 provides additional support for the assumption of temperature equilibrium well above

the F2 peak. For this isothermality to occur with radical differences between T, and T i requires the

rather unlikely condition that the energy input to the electrons Q' (El decreases with altitude identica//y

as the combined rate of increase in equipartition time and of decrease in electron density.
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Figure 8--Electron density profile from a radio-propagation experiment, illustrating the
isothermality of the upper ionosphere
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Six rocket measurements of the altitude profile of charged particle densities above the F2 peak

have been reported during the last year. In addition to those presented in Figures 3 and 7, two elec-

tron density profiles were obtained from the NASA topside sounder program (Reference 27). and the

remaining two are ion density profiles. The six sets of data are listedin Table 1 along with the ki-

netic gas temperature inferred from an assumption of temperature equilibrium.

Table 1

Rocket Measurements of Atmospheric Temperature above the F2 Peak

Rocket Flight

NASA ST-7

NASA ST- 2

NASA 8.10

NASA 8.15

NASA 8.04

NASA 8.17

Local Time
(hours)

1238

1500

1502

1812

2044

2326

Temperature
(°K)

1350 ± 100

1600 ± I00

1640 ± 90

1200 ± 60

1240 ± 70

800 ± 40

Source of Data

Bauer and Jackson

(Reference 14)

Hanson

(Reference 12)

Jackson and Bauer

(Reference 20)

Jackson et al.

(Reference 27)

Hanson and McKibbin

(Reference 28)

Jackson et al.

(Reference 27)

In Figure 9 are plotted the Jacchia (dashed lines) and Priester (solid lines) models of the atmos-

pheric temperature in the isothermal altitude regions as functions of solar decimeter radiation flux.

For comparison, the temperatures from Table 1 are located on the graph according to the solar deci-

meter radiation observed on the individual launch dates. Also included is a direct measurement of

the neutral gas temperature obtained by Blamont et al. (Reference 29) from a sodium release experiment

flown on NASA Rocket 8.05. It is important to note that the rocket data have not been normalized for

diurnal time.

The value of Blamont et al., 1475 _ 40°K, which was obtained atlocal sunset, is higher than Jac-

chia's diurnal maximum value, suggesting that the latter's daytime temperatures are too low. Onevalue

of (Te + Ti)/2 obtained by a topside sounder experiment(NASA Rocket 8.15)is in very good agreement

with the value givenbyBlamontet al. in that it also was taken at local sunset and it too is higher than

Jacchia's diurnal maximum curve. Three of the rocket measurements of (T + Ti_/2 were taken within

two hours of the diurnal maximum. All three are consistent with the data of Blamont et al. in that they

are higher than the temperatures in Jacchia's model but lower than or equal to Priester's values for

the diurnal maximum. The remaining measurements of (T + Ti]/2 are for nighttime conditions. One
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taken close to midnight (NASA Rocket

8.17) agrees quite well with both

Jacchia's and Priester's values for

diurnal minimum. This should be

expected since little cooling will

occur between midnight and the di-

urnal minimum. The other nighttime

value (NASA Rocket 8.04) was taken

about two hours after sunset when

the atmosphere was cooling toward

diurnal minimum. As expected, this

value falls between the diurnal maxi-

mum and minimum values.

Considering that both Jacchia's

and Priester's kinetic gas tempera-

tures are inferred rather than meas-

ured, the general agreement of the

various charged particle measure-

ments with their temperature models

is reasonably good. It appears from

the daytime values of temperatures

deduced from charged particle ob-

servations, as well as from the direct

measurement of neutral gas temper-
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Figure 9-Upper ionosphere temperature as a function of solar activity
ature given by Bla_mont et al., that

the diurnal variation of temperature

in the isothermal region is closer to the 80 percent suggested by Priester than to the 35 percent

suggested by Jacchia.

Inasmuch as the rocket temperature measurements are in somewhat closer agreement with

Priester's model than with Jacchia's, they are plotted in Figure 10 as a function of local mean time

to illustrate further the agreement with his implied diurnal variation (Reference 30). Electron

temperatures reported from the Explorer VHI satellite are also included. All of these data have been

normalized to the average 10.7-cm flux for the month of November 1960. It should be emphasized

that the individual electron temperature values from Explorer VHI have a 200 ° K error spread which

is not indicated on the graph. Assuming temperature equilibrium, it would appear from the Explorer

VHI data that Priester's daytime values are too low. However, there is a possibility of second-

order errors in these Langmuir probe measurements of electron temperature (Reference 31).

There is fair agreement between indirect measurements of charged particle temperatures and

Priester's values, with a possible implication that the diurnal maximum is broader than

indicated.
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VARIABILITY EXTREMES OF ELECTRON DENSITIES IN

THE UPPER IONOSPHERE

It has been brought out indirectly in the preceding section that electron densities in the upper

ionosphere are controlled by the atmospheric temperature and ion composition. They axe, of course,

additionally controlled by N,. x values at the F2 peak, which are in turn governed by absorption of solar

radiation and by recombination processes in the lower F region. In this section, to illustrate the var-

iability extremes which these factors produce in upper ionosphere electron densities, we shall com-

pare ionosonde data with electron density measurements by J. A. Kane (private communication) using

an RF probe experiment flown on Explorer VIII.

With ionosonde data for N... values and with the then prevailing diurnal variation of atmospheric

density, Figure 11 shows the extreme theoretical electron density profiles which -- assuming diffusive

equilibrium and temperature equilibrium- would be expected during Explorer VIII's active lifetime.

The shaded areas indicate the variability of electron densities observed by the RF impedance probe.

Each segment plottedat the nearest 100 km level represents about 50 data points.

In the RF probe experiment, which was originally developed by Jackson and Kane (Reference 32),

the inflight capacitance C of a shortened dipole antenna is compared to the latter's free space capac-

itance c o at a radio frequency f. The electron density is computed from the simplified Appleton-

Hartree formula which relates N. to the dielectric constant Z of the medium as follows:

c 81Ne

K = Co 1 f2 ' (6)

where f is in kilocycles:
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The principal uncertainty in this measurement is due to the ion sheath which forms about the an-

tenna; the error cam be estimated from a knowledge of the potential that the spacecraft acquires rela-

tive to the medium (Reference 33). In the case of Explorer VIII, where satellite potentials varied be-

tween approximately zero for daytime conditions and -1 volt at night, Kane estimates that the

uncertainties due to the ion sheath correspond to electron densities of the order of 2 x 104 elec-

trons/cm _. For this reason, values below 4 × 104 electrons/cm 3 were not considered in the data re-

corded in Figure 11.

It was observed that whenever the satellite, at perigee (425 kin), was within one degree of latitude

and longitude of an ionosonde, the electron density observed on the satellite was consistent with what

would be expected from the N=,= value. On some perigee transits occurring near local midnight it was

noted that fluctuations in the electron density were less than 10 percent over a distance of the order

of 500 km along the direction of the satellite orbit.

As would be expected, the experimental values at the lower altitudes, which correspond to a night-

time condition, are in close agreement with the theoretical diurnal minimum curve. The values which

exceed those of the model above 700 km are attributed to the fact that in this region the satellite was

passing either into a sunrise or sunset condition; in the former case diffusive and probably tempera-

ture equilibrium may not apply.
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SUMMARY

Present experimental information permits a reasonable picture to
be formed of the electrons in the outer radiation beR. The lifetime of

the trapped particles is very important to a complete understanding of

the belts; and for a known steady-state population the only easy way to
determine this is to measure the loss rate. This paper discusses the

mechanism and rate of the loss of high energy electrons from the outer
belt.

Three separate groups of radiation belt electrons have been ob-
served in the Discoverer satellite flights. The first group has a spec-
trum that falls off sharply with increasing energy, does not extend

above 125 kev, and shows large time fluctuations; its source is not un-
derstood. The second group has a spectrum similar to that of the
auroral electrons. Most of the electrons in the belts are of the third

group; their spectrum somewhat resembles a neutron fl-decay spec-
trum but extends to higher energies. They are lost from the belt by
coulomb scattering. The calculated loss rate and residence time of
these electrons in the outer belt are consistent with the proposition
that they are neutron decay products.

INTRODUCTION

Enough experimental information is now available that a reasonable picture can be formed of the

electrons in the outer Van Allen radiation belt. From Explorer XH (1961 u )we now know that there are

typically about 107 electrons/cm _ -sec in the energy region 40 kev to 1 Mev in the outer belt (Refer-

ence 1); this is a considerably lower flux than earlier estimates had given. Thef/ux does not vary much

with position in the outer belt from 25,000to 65,000 km nor does it vary much with time. Intensity vari-

ations by a factor of 2 or 3 with time are seen in the 100 key energy range, occasionally reaching a
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factor of 5 to 7 during August and September (J. A. Van Allen, private communication). These varia-

tions might be due only to changes in the magnetic field and the associated effects on particles,

rather than to changes in the particle population. The large time variations in flux seen in several

earlier experiments are seen only in the high energy ( E > 1.6 Mev) group of electrons in the case of

Explorer XII. Very likely the large time variations on several earlier experiments in-

volved the high energy electrons also. At the times of magnetic storms the 100 kev flux changes by as

much as a factor of 7, but returns to roughly the prestorm flux in a few days at the end of the storm

(J. A. Van Allen, private communication). All of these features seem to indicate a particle popula-

tion that has quite a long lifetime.

It is very important to a complete understanding of the radiation belt to know the lifetime of the

trapped particles. When dealing with a steady-state population, the only easy way to determine par-

ticle lifetimes is to measure the loss rate from the belt. The total population of the belt then yields

the average lifetime.

In this paper we will consider the mechanism and the rate of the loss of high energy electrons

from the outer radiation belt.

DATA FROM EXPERIMENTSON DISCOVERERSATELLITES

We now have information that bears on the lifetime of the outer belt electrons in the 100 kev to

1 Mev energy range. Several particle-detecting instruments have recently been flown on Discoverer

satellites. These vehicles orbit at altitudes of a few hundred kilometers and at orbital inclinations

of approximately 82 degrees, so the earth is quite well covered by measurements from these satel-

lites. The instruments that have been flown are: (1) a thin CsI scintillator covered by 2 mils of Be,

which counted electrons of E > 100 kev and protons above about 3 Mev; (2) a thick plastic scintilla-

tor that counted electrons of E e > 2 Mev and protons of Ep > 15 Mev; and (3) a ten channel magnetic

electron spectrometer (Reference 2) that counted electrons from 80 kev to 1.25 Mev.

The count rates of the CsI detector are shown in Figure 1 for the Southern Hemisphere. Three

types of features are seen here. First, off the coast of Brazil a high count rate is observed which is

related to the loss of particles from the inner radiation belt. In this region the earth's surface mag-

netic field is weak, so that the inner belt particles come closest to the earth here. Secondly, irregu-

lar pulses of particles are seen in the auroral zones. From the electron spectrometer we know that

these particles are electrons of E e < 200 key and a considerable fraction of them come essentially

directly down the field lines. That is, the electrons are not trapped and drifting down in altitude but,

rather, they are on their way to earth in one single bounce.

The third group of particles is the most interesting. At about 10 or 15 degrees subauroral in

the South Atlantic we see a large population of particles. These particles are not uniquely identified

as electrons, but no protons of E > 3 Mev are known to exist in this region of space, so they are al-

most certainly electrons. These particles show a reasonably consistent spatial distribution from

pass to pass. They are the leakage from the outer radiation belt being lost in the Capetown Anomaly

(Reference 3). They showed a roll modulation when one of the Discoverer vehicles tumbled,
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Figure 1-Count rates of the Csl detector on Discoverer 31 in the Southern Hemisphere. The height of 
the strip gives log,, of the count rate at different positions. The highest count rate i s  above 
l o 4  counts/sec and the lowest i s  a b w t  10 counts/sec 

indicating that they a r e  almost certainly trapped particles. These particles were slowly being lost 
in an orderly way, quite differently from auroral particles which are lost in squirts. 

The plastic scintillator shows quite similar behavior in the Southern Hemisphere (Figure 2). 
The losses from the inner belt off Brazil and the loss from the outer belt off Capetown a r e  quite ap- 
parent. The auroral spikes are ,  however, not seen; this indicates that the auroral particles are be- 
low the threshold of this detector. 

In the Northern Hemisphere the Discoverer results are quite different. Auroral pulses are seen 
by the CsZ detector (Figure 3) but the other features a r e  not. The scintillator count rate (see Fig- 
ure 4) shows no high count rate regions such as those in the South Atlantic. Count rate contours for 
the high count rate regions in the South Atlantic are shown in Figures 5 and 6 for the two detectors. 

These features of the radiation belts were first seen on a low altitude Soviet satellite (Refer- 
ences 4 and 5). Vernov et  al. observed both the high intensity region off Brazil which they identified 
as mostly protons and related to the inner belt (Reference 4) and a high intensity region in the South 
Atlantic identified as mostly electrons related to the outer radiation belt (Reference 5). 
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Figure 2-Count rates of the plastic scintillator on Discoverer 31 i n  the Southern Hemi- 
sphere. The height of the strip gives log,, of the count rate at different positions 

Figure 3-Count rate of the Csl detector on Discoverer 31 in the Northern Hemisphere. 
The height of the strip gives log,, of the count rate at  different positions 
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Figure 4-Count rate of the plastic scintillator on Discoverer 31 in the Northern Hemi- 
sphere. The height of the strip gives log,, of the count rate at different positions 

DISCOVERER 31 
COUNT RATE OF 

PLASTIC SCINTILLATOR 

Figure 5-Count rate contours for the plastic scintillator on 
Discoverer 31 for the Southern Hemisphere 
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Figure 6-Count rate contours for the Csl detector on Discoverer 31 for the 
Southern Hemisphere 

CALCULATION OF THE LOSS RATE 

From these low altitude measure- 
ments on the outer belt electrons, we can 
calculate the rate of loss of particles 
from the radiation belt. Cladis and Dess- 
ler (Reference 6) suggested studying the 
bremsstrahlung of electrons in the atmos- 
phere in the region of the Capetown Mag- 
netic Anomaly to get the loss rate from 
the belt. The present study uses the more 
direct method of observing the electrons 
themselves. If we have steady state in the 
radiation belt, then the situation depicted 
in Figure 7 occurs. P a r t i c l e s  a re  

Figure 7-The steady-state picture of the radiation belt. Parti- 
cles are injected into the belt at a rate s which must equal the 
loss rate 2 
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continually injected into the belt. If, as is commonly thought, radial diffusion is a slow process, then

the particles are lost from the belt down into the atmosphere in the manner shown in the figure. This

loss rate can be described in terms of a motion of particles down into the loss cones and their even-

tual collision with the earth.

In this calculation of the loss rate, we must assume that coulomb scattering is the dominant loss

process. We have measured the particle flux ¢ at altitude !1. From this we can get the net motion of

particles downwards, the drift flux v, by

where v is the particle's velocity and u is a downward drift velocity. The drift velocity u describes

the process of particles gradually leaking out of the loss cone as the result of coulomb scattering.

This is, of course, an average concept; a given particle does not move smoothly downwards in alti-

tude. The first attempts to describe this loss process (References 7 and 8) introduced the concept of

the velocity of lowering of mirror points w. Later it was shown that this description of the process

was incomplete (Reference 9) and a second term Y was needed which would describe the diffusion of

the particles. W. McDonald has shown (private communication) that for the case of the exponential

atmosphere the two terms can be written as

E H ]U = W +Y =W 1+ _-_-b-_ (_p) ,

where H is the scale height of the atmosphere and p is the air density.

If the electron flux ¢ varies inversely with the air density p, then Y = 0. We know that this situa-

tion is roughly true for protons, but there are no good data on electrons to evaluate Y. For lack of

better information we will take W= Y and U : 2W. It would be quite surprising if the altitude depend-

ence of ¢ were such that Y >> w, but we must wait for final information on this.

Using the value of u = 1.5 × l0 s cm/sec for E = 200 kev at an altitude of 400 Inn, we can obtain D

as a function of position from the Csl detector data. From V we can determine the total loss rate L

from the radiation belt by

f

L = _ Dda @

TO get L we integrate D along two lines of constant integral invariant I,one in the Northern Hemi-

sphere and one in the Southern. This sums up the loss from one lunoid of the beR (a lunoid is a figure

of revolution whose cross section is a lune, the region between two neighboring field lines,as shown

in Figure 8). We will take two strips 1 cm wide around the earth in order to evaluate L. The volume

of the lunoid whose base is 1 cm wide for r0 : 2.8 re isV = 1.4 × 10 2° cm _. The total loss rate L

evaluated this way is 2.5 × l0 T electrons/sec and the volume loss rate is I : L/V = 1.5 × 10-XSelec-

trons/cm 3-sec. The only contribution to the integral for L is from the region of the South Atlantic.

For a steady-state situationthe volume loss rate I is equal to s, the strength of the source that is

populating the radiation beR. The source strength s calculated (Reference 10) for neutron decay is
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Figure 8-A lunoid of the outer radiation belt. This i s  a volume whose cross section i s  the region 
between two neighboring f ie ld tines. The lines on the earth at the base of the lunoid are lines of 
constant integral invariant which represent the loci of the loss zones for the particles in  the 
lunoid 

about 10-'3electrons/cm3-sec for the outer belt. This value of s looks very similar to the calculated 
value of 1 ;  thus the neutron decay source seems adequate in strength to produce the outer belt 
electrons. 

We can also get from this the average residence time T of an electron in the radiation belt by as- 
suming a steady state and using L = Q/T , where 

1.4 x lo2' om3 = 0.7 x lo1' elect rons . 1 10 'I e l  ec t rons/an2- sec 

( 2  x 10" cm/sec) 
Q = [  

Q is the total number of electrons in the lunoid. We get T = Q/L = 0.7 x lO"/2.5 x lo' = 3 x l o 9  sec. 
This time T is about the same as the estimates of lifetimes (References 11, 12, and 13) for outer belt 
electrons, based on coulomb scattering. 

It is somewhat surprising that the loss rate is as small as it seems to be from this calculation. 
We might expect, on the basis of other experiments, that polar-cap neutrons would substantially in- 
crease the strength of the neutron source due because of galactic cosmic rays. If this were the case, the 
source strength would be increased above the value of s = 

COMPARISON OF OTHER E X P E R I M E N T S  W I T H  
T H E  DISCOVERER RESULTS 

One other experiment measures the outer belt electron loss rate directly and can be compared 
with our calculation. The count rate of the 213 GM counter on the Injun satellite (Reference 14) de- 
termines the loss ra te  of electrons of E > 40 kev. Sometimes the angular distribution of the particles 
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observedby this counter over North America is so wide that the particles are obviously being lost

directly into the atmosphere. A determination of the loss rate from these observations yields a fig-

ure much larger than the one calculated here. According to the Injun analysis, the average residence

time r of an outer belt electron is about 104 seconds. The loss of electrons as observed on Injun

must be considered to be the result of a catastrophic process; that is, the electron mirror altitude is

changed by a large amount in a single bounce period. This must be due to some process other than

coulomb scattering.

This comparison of Injun and Discoverer results seems inconsistent, but with the help of the Dis-

coverer electron spectrometer experiment (Reference 2) we can understood both experiments.

The spectrometer detects three different and distinct spectra of electrons:

Spectrum A is a very sharply falling off function of energy. The intensity decreases by a factor

of e with an increase in energy of about 5 kev, and is only present below 125 kev. This spectrum is

seen almost world-wide at some times and other times is not seen at all. At some times, fluxes greater

than 106 electrons/cm 2 -sec-ster are seen in a 28 kev wide channel centered at 94 kev.

Spectrum B e-folds with a change in energy of from 25 to 40kev and goes up to about 200 kev. It is

seen prominently in the auroral zone and shows large time fluctuations. A group of particles of

90 < E < 245 kev, with a similar energy spectrum and considerably lower intensity, is seen in the

inner belt loss zone off Brazil and is seen sometimes in the outer belt loss zone off Capetown.

Spectrum C usually has a maximum intensity at about 600 kev and goes up beyond 1.2 Mev. At

200 key it is down about a factor of 2 from the maximum intensity. This spectrum is always seen in the

inner belt loss zone off Brazil and with lower intensity in the outer belt loss zone off Capetown. The

detection of lower intensities of the C spectrum in the outer belt loss zone than off Brazil may be due

to the fact that the spectrometer's look direction is closer to the direction of the field line. If the an-

gelar distribution is pancake shaped, it would be seen less near the direction of the field line. The C

spectrum is also seen in certain small areas of the Pacific Ocean. It shows a smooth spatial varia-

tion and is quite constant in time. The intensity at one place normally is constant to within a factor

of 2 for long periods.

The fact that there are three different spectra of electrons apparently produced by different pro-

cesses helps explain other experiments. The Injun experiment (Reference 14) that observed cata-

strophic dumping over North America is quite consistent in spatial extent, time variations, energy,

and flux with the A spectrum of electrons seen by the Discoverer. The fact that these electrons are

almost all of E < 100 kev means that the CsI detector on Discoverer will not see these particles.

The C spectrum observed by the Discoverer looks somewhat like the equilibrium electron energy

spectrum expected (References 15, 16, and 17) from neutron/_-decay, except that it extends to higher

energies. This spectrum is rather similar to the outer belt electron spectrum seen (Reference 18) on

Explorer XII in that it is quite fiat at about 100 kev and extends up beyond 1 Mev. This population of

particles shows smooth spatial variations and roll modulation, indicating that the particles are

trapped, and the flux is quite constant in time. All of these facts and also the fact that this spectrum

is seen essentially only in the magnetic field anomalies in the South Altantic strongly indicate that
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theseparticlesare beinglost by coulombscattering. If other processes were responsible for the

particle loss, there would be no reason for the measured flux to be largest in the South Atlantic. The

fact that the fluxes of the C spectrum are concentrated in the South Atlantic strongly indicates that th_

atmosphere controls the loss process. The particles' mirror points come closest to the earth in this

region, and the particles encounter the densest atmosphere here. This shows that coulomb scatterin_

is the dominant loss process.

One other experiment has given information on the loss of electrons from the outer radiation

belt. Cladis and Dessler (Reference 6) analyzed the results of the experiment of Walt et al. (Refer-

ence 19) who flew a magnetic spectrometer to 1000 km to measure electrons. From this analysis

a drift flux D of 320 electrons/cm 2-sec was obtained. Assuming the magnetic anomaly is 1000 km

wide, this gives a loss rate of L = 3 x 10 z° electrons/sec. This is 1000 times larger than the loss

rate obtained in the present paper. It is not understood what causes the difference in these values.

The electron energy spectrum measured by Walt et al. (Reference 19) is not very similar to the C

spectrum seen by the Discoverer over the South Atlantic; it more resembles the B spectrum. Pos-

sibly the Walt experiment was not seeing trapped outer-belt electrons (Reference 18), but some popu-

lation more like the Injun electrons. This question cannot be answered now. For the present, we

must leave this question about the difference of the L values unresolved.

CONCLUSIONS

The following points have come out of this analysis:

1. There are three separate groups of electrons observed on the Discoverer flights.

2. The A spectrum falls off sharply with increasing energy and does not extend above 125 key.

It shows large time fluctuations. The Injun experiment that observed direct dumping was quite likely

seeing this flux of particles. The source of these particles is not understood.

3. The B spectrum is the spectrum of auroral electrons. A similar spectrum also appears at

low energies in some of the particles lost from the radiation belts, indicating that some of the belt

electrons of E < 200 kev may have been accelerated by auroral processes.

4. Most of the electrons in the radiation belt are of the C spectrum type, which looks rather like

a neutron #-decay spectrum but extends to higher energies. These particles are lost from the radia-

tion belt by coulomb scattering.

5. The average residence time of an electron in the outer radiation belt is calculated on the

basis of coulomb scattering to be 3 x 109 seconds. The analysis here is uncertain by a factor of 2 or

more in a few instances, but the results are probably good to within a factor of 5.

6. The data on the C spectrum electrons concerning their energy spectrum, loss rate, and life-

time are all consistent with the proposition that these particles, which constitute most of the inner

and outer radiation belt electrons, are the result of neutron decay.
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PRELIMINARY SOLAR FLARE OBSERVATIONS WITH

THE SOFT X-RAY SPECTROMETER ON

ORBITING SOLAR OBSERVATORYI

by

William E. Behring, Werner M. Neupert, and John C. Lindsay

Goddard Space Flight Center

SUMMARY

A spectrometer carried by Orbiting Solar Observatory I (1962 _ 1)

and used for observing the solar spectrum from 10 to 400A is de-

scribed. The instrument utilizes a concave grating mounted in grazing

incidence, and an open-window photomultiplier. Resolution of approxi-

mately 1A is obtained throughout the wavelength region covered. Solar

spectra obtained with this instrument during a rocket flight are shown,

and tentative identificationof the origins of observed spectral lines is

listed. Preliminary satelIRe results obtained during a solar flare are
discussed.

INTRODUCTION

The primary experiment on Orbiting Solar Observatory I (1962 _ 1) was a soft x-ray spectrome-

ter designed specifically to make satellite measurements of the solar spectrum in the wavelength

range from 10 to 400A. As a result of the successful launching of the satellite into a nearly circular

earth orbit (550 km perigee and 600 km apogee) and the subsequent successful operation of the ex-

periment, the first long term measurements of the soft x-ray solar spectrum have been obtained.

The purpose of this paper is to briefly describe the instrument, to illustrate its performance with

data obtained from a rocket launch, and to present some preliminary satellite data obtained before

and during the solar flare of March 13, 1962.

THE SPECTROMETER

The angular aperture of the spectrometer is approximately 1.2 by 2.2 degrees. Hence, with

moderately accurate pointing (within a few angular minutes of the center of the solar disc) the spec-

trometer responds to the total light intensity emitted by the sun. The instrument's orientation is

such that sunlight is incident perpendicularly on the front face, passes through the entrance slit, and

strikes a concave grating mounted in grazing incidence, the angle of incidence being 88 degrees
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(Figure 1). The grating, an original which was lightly ruled in a special glass by the Nobel Institute 
in Stockholm, has 576 lines/mm on a blank with a radius of curvature of 1 meter. No reflecting coat- 
ings were used on this grating. The diffracted rays continue on to the exit slit in front of the detec- 
tor. The detector is mounted on a carriage which is driven on a circular rail so that the exit slit 
scans along the Rowland circle from 10 to 400A. The plane of the exit slit stays approximately per- 
pendicular to the diffracted ray at all positions along the rail, thereby keeping the spectral passband 
nearly constant for all angles of diffraction. The 50 micron entrance and exit slits provide a spectral 
passband of 1.7A and permit resolution of lines 0.85A apart. 

The detector used was an open-window multiplier phototube developed by the Bendix Corporation 
specifically for use in this spectrometer and now commercially designated M-306. Photoelectrons 
from the tungsten cathode move along cycloidal paths in crossed electric and magnetic fields between 
two glass strips, each coated with a semiconducting secondary-emitting oxide layer. One of the glass 
strips serves as a continuous dynode. Each photoelectron is multiplied into a pulse of approximately 
10 electrons at the anode. These electrical pulses a r e  amplified and, after coding to compress 
bandwidth, are recorded on a tape recorder for later transmission to  a ground station. 

The spectrometer uses about 1.3 watts supplied by the satellite at 18 volts dc. About 1 watt of 
this goes to the oscillator powering the three-phase synchronous motor, which requires about 300 mw 
at 137 cps to yield 100 mw of mechanical output power. The remainder of the power is used in the 
multiplier and pulse handling circuitry. 

All of the materials exposed inside the spectrometer were tested at a pressure of about 10 - 6  mm 
Hg in order to eliminate any material that had a high vapor pressure. Because the electronic circuits 
were potted in a compound having a high vapor pressure, they were enclosed in sealed boxes vented 
to the outside through holes in the spectrometer base plate. During assembly all the parts exposed 
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to the interior were carefully cleaned so that they would be free of oil, grease, and other contami-

nants. The temperature of the instrument was controlled by the radiation balance. Most of the

outer case was polished. The central section was painted black in order to keep the temperature

close to that of the satellite.

Alignment of the spectrometer was accomplished with the use of only visible light by means of a

fixture with a radius rod pivoted at the center of the Rowland circle; this procedure was developed on

the basis of the method described by Rathenau and Peerlkamp (Reference 1). Alignment tests were

performed with a source of carbon K radiation. A separate photomultiplier was used to provide a

monitor on the stability of this source. The response to scattered hydrogen Lyman-alpha radiation

was checked with a closed hydrogen discharge lamp. The slSecific grating used was selected by means

of comparative tests performed on several gratings.

THE ROCKET FLIGHT

Figure 2 shows the solar spectrum obtained with a similar instrument and a rocket pointing con-

trol during an Aerobee rocket flight. In this spectrum the wavelength regions of 120 to 170A and 220

to 240A represent the average of data taken in three different scans in an attempt to improve the re-

liability of faint lines and provide continuity in the region originally containing wavelength marker

pulses. In the region below 100A evidence of spectral lines is inconclusive. Comparison of the ob-

served counting rates with laboratory scattered-light measurements indicates that for the rocket

flight the signal attributable to the first order spectrum becomes lost in the scattered light below

about 60A.
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Figure 2--The solar spectrum from 120 to 400A as recorded near peak altitude (201-216 km)
during an Aerobee rocket flight at 1433 GMT on September 30, 1961
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Table 1

Tentative Identification of Various

Strong Emission Lines in the

Solar Spectrum

Wavelength
Element (angstroms)

Fe XIV, Fe XII

Fe X

Fe XVI

Fe XII

Ni XV, Fe X

Fe XIV

Fe XVI

Ni XV

Ni XV

He II

Fe XV

Cu XIX

SX

A XIV

He II, Ni XVII

A XIV

He II

He II

Ca XV

S IX

AXI

AXI

C1 IX

C1 IX

370

366
365

361

360

347

345
341

335

333
320

316
315
312

304
293

284

274
271

264

263

256

25O

244
243

234

227

220
211
2O4
202
195
193
192

188

186

184
182

180
177
174
171
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An attempt has been made to identify the resonance

lines of highly ionized atoms of the heavier elements.

Lines produced by several stages of ionization of C, N,

and O, and also by Mg, Si, Ne, and Fe have already been

found at wavelengths greater than 400A. The extension of

isoelectronic sequences to heavier elements leads to res-

onance lines with wavelengths below 400A. The wave-

lengths of some of the strong lines observed are shown

in Table 1, along with tentative identification of their

origin, The tabulation of emissions compiled by

Varsavsky (Reference 2) was used in this work. The

criteria for assigning values were: (1) agreement with

theoretically extrapolated values of the spacing and

relative intensities of members of a multiplet, with the

assumption, for the intensities, of an optically thin corona;

(2) approximate agreement in wavelength with theory for

lines not yet observed under laboratory conditions; (3)

observation of more than one stage of ionization.

A preliminary analysis of the spectrum was made

for ions known to exist in the solar atmosphere. These

are ions of Fe_ Ni, and, with lesser abundances, Ca and

A. Identification of iron multiplets on the basis of one

observation is difficult because of the presence of strong

second-order lines as well as the superposition of the

multiplets themselves. Only the Fe XV line has been

calculated with accuracy (by Edlen-- see Reference 3),

and it has been identified with a strong line at 284A. The

resonance lines of Ca XII and Ca XIII (two ions observed

in the visible coronal spectrum) cannot be associated

with any of the emissions in the far ultraviolet spectrum.

Nor is a correlation observed, although it is expected,

for A X.

All of the foreguing assignments must be rogarded

as tentative and are presehted as "work in progresS."

It is expected that it will be possible to combine the ap-

plication of satellite observations with further theoreti-

cal analyses to achieve more reliable identifications.

Long term observations from OSO I will permit ad-

ditional conditions to be applied: (1) constancy in time

of the ratio of intensities of the members of a multiplet,

under the assumption that the opacity of the corona does



not change with time; (2) regularity in the variations of intensity throughout the observed stages of 
ionizations; (3) for each stage of ionization, agreement of intensity variation with the corresponding 
variation in the visual coronal line(s) for that stage. 

PRELIMINARY SATELLITE OBSERVATIONS 

The Orbiting Solar Observatory I was  launched at 1606 U T  on March 7, 1962, during a period of 
low solar activity. The first flares observed after launch were in McMath plage 6366, with helio- 
graphic coordinates N10E66. The flares were of importance 1 and 2+ and occurred at 1407 and 1444 
UT, respectively. Figure 3 is an H-alpha photograph of the sun showing the 2+ flare as it appeared 
at 1543:22, considerably after maximum (which occurred at about 1450 UT). The total duration of 
this flare was about two hours. Ionospheric effects were recorded during the entire life of the visible 
flare, and included an SWF (short-wave fadeout) of importance 3, a 99 percent SPA (sudden phase 
anomaly), SCNA (sudden cosmic noise absorption) of importance 1 (20 percent), and SEA (sudden en- 
hancement of atmospherics) of importance 2. Type III spectral radio bursts were observed on 21-41 
Mc from 1514 to 1632 UT, and continuum bursts f rom 1519 to 1550 UT. Major bursts were also ob- 
served on the single frequencies of 108 and 2800 Mc. There was no evidence of energetic particle 
fluxes (Reference 4). 

In the time available, it has been possible to reduce only partially the satellite data for the six 
orbits encompassing the visual flare. Two spectral lines were chosen for analysis: He I1 Lyman- 
alpha at 304A; and a line at 284A (tentatively identified as an Fe XV line). These data are  shown in 
Figure 4,  from which we observe two points. 

Figure 3-Picture of H-alpha flare 
at  1543:22, March 13, 1962; pic- 
ture presented through the courtesy 
of the High Altitude Observatory 
(HAO), Boulder, Colorado 
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Figure 4-Relative solar flux at 304A (middle) and 284A (bottom) during the March 13, 1962, flare
(Wendelstein and Cllmax are observatories.)

1. Increased emission coinciding with or preceding visual observations or other indicators.

2. Possible continued enhancement after the cessation of other indicators.

Using values for these two lines before the onset of the flare and during the flare, we find the

maximum enhancements for the lines were 15 percent for 304A and 28 percent for 284A. Typical

error flags are shown to the left on the figure. Practically all the error is statistical, and is due to

the relatively small number of photons counted. The changes in the observed line intensities are

larger than the expected errors and are believed to represent real changes associated with the flare.

CONCLUSION

As of April 13, 1962, OSO I had made approximately 550 orbits of the earth, and 3500 spectra of

the sun in the 10-400A region had been collected. During this time fourteen flares of varying im-

portance occurred--the largest one, of importance 3, on March 22. It is believed that the OSO data

will:

1. Aid in identifying the spectral lines;

2. Allow limits to be placed on the continua in this wavelength region, for a quiet sun as well as

during solar activity;
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3. Allow quiet-sun line intensity measurements to be made with some certainty;

4. Determine line intensity enhancement, if any, before, during, and after visual flare activity;

5. Determine enhancement, if any, associated with other solar activities such as plage areas

and spot groups;

6. Determine short time fluctuationsin line intensitiesnot associated with other easily ob-

servable phenomena.

Analysis and interpretation of these results should throw lighton the energy transport in the

corona and the relaxation time of the corona, as well as form the basis for a more complete model

of the chromosphere.
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REVIEW OF DIRECT MEASUREMENTSOF INTERPLANETARY

DUST FROM SATELLITESAND PROBES

by

W. M. Alexander, C. W. McCracken, L. Secretan, and O. E. Berg

Goddard Space Flight Center

SUMMARY

Interplanetary dust particle experiments have been flown on vari-
ous types of spacecraft. Measurements of dust particle momentum,

kinetic energy, and impact damage have been obtained from a variety
of sensors.

More than 10,000 dust particle impacts have been measured by
acoustical and light flash detectors. A cumulative mass distribution
curve valid for average conditions in the vicinity of the earth has been
derived from the direct measurements for dust particles with masses
between about 10-_3 and 10 -_ gin.

The results of direct measurements from various penetration and
fracture experiments are presented here. Comparison of these data

with the average mass distribution curve shows no major discrepancies
among the measurements from all of the different sensor systems
used. Two satellite experiments, Vanguard HI (1959 v) and Explorer I
(1958 a), give evidence for dust particle streams. Vanguard HI meas-
ured 2800 events in a 70-hour interval coincident in time with the ex-

pected return of the Leonid meteor shower. The average influx rate
during the dust particle shower was more than one order of magnitude
greater than the non-shower influx rate measured with the same satel-
lite. There were rapid fluctuations during the shower when the influx
rates increased by as much as three orders of magnitude above the
non-shower average rate. For a 10-hour period, Explorer I detected a
dust particle shower with impact rates as high as 25 times the average
impact rate during the satellite's lifetime.

The distribution curve obtained with the direct measurements dif-

fers from that expected on the basis of extrapolations of meteor obser-

vations. Small dust particles dominate the accretion by the earth of inter-
planetary matter; the accretion rate is of the order of 10 4 tons per day.

INTRODUCTION

An important constituent of the solar system is the cloud of dust surrounding the sun. Knowledge

concerning the orgin, composition, and dynamic properties of these dust particles is fundamental to

considerations of the solar system.
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Various techniques have been used in studying the distributions and physical properties of dust

particles in the zodiacal cloud. These include: ground-based visual, photographic, and radar meteor

observations; photometric observations of the zodiacal light and solar F corona; and various types of

collection techniques and laboratory analyses.

From observations of collisions of individual meteoroids with the earth's atmosphere, vector

velocity, mass, density, and composition have been measured. These studies are limited, in most

cases, to particle masses greater than 10-4 gin. Additional information has been obtained from the

collection of remnants of meteoroidal and dust particle material which have survived passage through

the atmosphere. Composition, age, and gross accretion rates have also been determined from these

analyses. Zodiacal light observations represent the only ground-based technique which has been used

to measure the size distribution of interplanetary dust particles with masses less than 10-_ gm.

Another technique for measuring the physical characteristics and dynamic properties of dust

particles became a reality with the advent of vehicles capable of placing experiments in space. De-

tectors have been developed which are capable of measurements on individual dust particles with

masses as small as 10-13 gm. The dust particle measurements in space started with experiments

borne by sounding rockets in 1949. Subsequent to the successful launching of Explorer I (1958 _),

results have been obtained from experiments on fourteen United States and Soviet Union satellites and

space probes. Six different types of sensors have been used to measure the following particle param-

eters: momentum, kinetic energy, penetration, and fracture properties. The results of these rocket

and satellite measurements are presented in the following sections.

DIRECT MEASUREMENTSFROM MICROPHONESYSTEMS

The microphone type of dust particle sensor has basically consisted of a piezoelectric crystal

microphone attached to a metallic sounding board. The electrical signal generated as an impacting

dust particle delivers a mechanical impulse to the sounding board is amplified and pulse-height ana-

lyzed in order to obtain information about the particle. Analog calibrations, performed in the labora-

tory by dropping carefully selected glass spheres onto the sounding boards, have consistently shown

(for low velocities) that the microphone system is sensitive to the momentum of an impacting par-

ticle. Hypervelocity studies with microparticles from shaped charges (Reference 1) tend to confirm

that the microphone systems are also sensitive to the momentum of a particle impacting at hyper-

velocity. An energy dependence can be obtained by the use of the theoretical results of Stanyukovich

(Reference 2). Lavrentyev (Reference 3) theoretically finds that the sensitivity lies somewhere be-

tween momentum and energy.

The direct measurements can presently be expressed in terms of the particle mass, subject only

to minor uncertainties. These uncertainties include the choice of an average speed (relative to the

satellite} for the particles; the determination of an effective coefficient of restitution for hyperveloc-

ity microparticle impacts; and the computation of the appropriate correction factors for shielding by

the earth, for the solid viewing angle of the sensor, and for the orientation of the solid viewing angle

relative to the apex of the earth's motion. The various correction factors have been chosefi in such a

way that the minor corrections which will most probably become necessary will leave the results of

this analysis essentially unchanged.
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Microphone systems have provided the greatest quantity of information about the interplanetary

dust particles. These systems have flown on more vehicles and over a greater range of geocentric

distances than any of the other systems. In addition, they are more nearly calibrated than other

types of dust particle sensors. It will be assumed, for the present analysis, that the microphone sys-

tems are momentum-sensitive and that the ratio of the mechanical impulse to the impact momentum

of a particle is unity. A small correction, estimated to be a factor of 2 or 3, can be introduced later

when the appropriate hypervelocity laboratory studies have been completed.

The microphone system on Explorer VIH ( 1960 _) used two metallic sounding boards attached to

a conical section of the spin-stabilized satellite. The solid viewing angle of the system was 2 _ ster-

adians and remained almost centered on the antapex of the earth's motion during the lifetime of the

experiment. From an analog calibration performed in the laboratory, the limiting sensitivities for

the three ranges of sensitivity were found to be 2.5 x 10 -3, 2.5 × 10 -2, and 2.5 x 10 -l dyne second.

These may be expressed in terms of particle mass as 1.0 × 10 -9, 1.0 × 10 -s, and 1.0 × 10 -Tgm, re-

spectively, if an average speed (relative to the satellite) of 25 km/sec is assumed. The large sepa-

rations of the limiting sensitivities used in the Explorer VIII microphone system are of particular

importance in view of the excellent data sample which was obtained. The magnitude of the total range

of sensitivity allows not only a definition of the influx rates within the three ranges but also the estab-

lishment of the shape of a segment of an average mass distribution curve.

The fine structure in the influx rate measured with the Explorer VIII microphone system is pres-

ently being analyzed. The large variations (at least plus or minus an order of magnitude from the

mean, within intervals of a few hours, for particle masses of about 10-9 gm) are being studied to de-

termine their physical significance. The preliminary readouts of the total numbers of impacts used

in establishing the average mass distribution curves that were reported earlier (References 4 and 5)

have been confirmed. Exact specification of these numbers awaits completion of the analyses which

are in progress, but "revised preliminary" numbers may be given. They are: 3726 dust particles

with momenta of 2.5 x 10 -3 dyne-sec and greater, 76 with momenta of 2.5 × 10 -2 dyne-sec and

greater, and 1 or 2 with momenta of 2.5 x 10 -z dyne-sec and greater. (The corresponding limits on

particle mass were given above.) The area of the sounding boards was 7.0 × 10-2 m 2, and the life-

time of the experiment was 3.47 x 10 6 seconds.

A correction factor of 2 is applied to convert the influx rates to omnidirectional values before

the data are plotted as the cumulative mass distribution curve shown in Figure 1. Although the data

point for the scale of lowest sensitivity is not very significant, it lies on the straight line segment

indicated by the two data points which are significant. The equation of a straight line segment which

approximately fits the data points shown in Figure 1 is:

log I =-17.0 - 1.70 log m, (1)

where I is the cumulative omnidirectional influx rate in particles/m 2 -sec and m is the particle mass

in grams.

The spacecraft from which direct measurements with microphone systems have been obtained in

the United States are listed, together with the relevant data, in Table 1. Average particle speeds of
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Figure l--Cumulative mass distribution established by
the microphone system on Explorer VIII. The largest
symbol represents the data point of highest significance,
and the diminished size of the symbols indicates lower
significance

30 km/sec have been used for the omnidirec-

tional sensors and for sensors mounted on spin-

ning or tumbling vehicles which viewed most of

the celestial sphere. An attempt has been made

to apply correction factors for shielding by the

earth and lack of omnidirectionality of the sen-

sors. All data were converted to omnidirec

tional influx rates.

Reading of the telemetered data from Van-

guard HI (1959 _) has now been completed and

is in the final stages of analysis. More than

6000 impacts were recorded during the 80-day

lifetime of the experiment. Of this number, ap-

proximately 2800 impacts occurred in a 70-hour

interval on November 16 to 18, which coincides

in time with the expected annual return of the

Leonid meteor shower. An average influx rate

has been computed from the Vanguard III data

on the basis of approximately 3500 impacts. A

factor of 1.5 was used to correct for shielding

by the earth.

Table 1

Direct Measurements Obtained with Microphone Systems on United States Satellites and Space Probes.

Spacecraft

Momentum

Sensitivity
(dyne-sec)

Explorer VIII 2.5 × 10 -s - 2.5 x 10 -2

2.5 x 10 -2 - 2.5 x 10 -I

>2.5 × 10-*

Vanguard HI >1.0 x 10 -2

Explorer I >2.5 x 10 -3

Pioneer I >1.5 x 10 -4

Ranger I >3.0 x 10 -s

Midas II >3 × 10 -4

Mass

Sensitivity

(gm)

1.0 x 10 -9 - 1.0 × I0-'

1.0 x I0-' - 1.0 x 10 -7

>I.0 × 10 -7

>3.3 x 10 -9

>8.3 x 10 -1°

>5.0 x 10 -I*

>I.0 x I0-*'

Effective

Area

(m2)

7.0 × 10 -2

4.0 x 10 -I

2.3 x 10 -I

3.9 x 10 -2

8.0 x 10 -4

6.9 x 10 -2>1 x 10 -1°

Samos II >3 x 10 -4 >1 × 10 -1° 6.9 x 10 -2

SLV-1 >9 × 10 -s >3 × 10 -9 8.0 x 10 -1

Exposure ; Exposure Number
Time of

(sec) (m2-sec) Particles

3.5 ×106 2.4 xl0S _3650

_75

lor2

6.9 × 106 2.8 x 106 _3500

7.9x 104 1.8 ×104 145

1.1 × lO s 4.2 xlO s 17

1.1x 104 8.8 64

4.0× 103 2.7 x 102 67

? ? ?

9.5× 102 7.6 ×102 10

Cumulative Influx Rate

_particles_

Observed Corrected

1.5 x I0 -2 3.0 × 10 -2

3,1 x 10 -4 6,2 x 10 -4

_5.0 ×I0 -6 _I.0 ×I0 -s

1.3 × 10 "_ 2.0 x 10 -s

8.4 x I0 -s 1.7 × I0 -2

4.0 x I0 -s 1.6 x I0 -2

7.3 4.0 x 10

2.5 x I0 -l 5,0 x I0-*

3.4 x I0 -_ 6.8 x I0 -I

1.3 × 10 -2 2.6 x 10 -2

The data given for Explorer I and Pioneer I are those reported by Dubin (References 6 and 7).

The total number of impacts (145) for Explorer I was used in computing an average influx rate even

though more than half of the impacts probably represented an interplanetary dust particle event (Ref-

erences 8 and 9). The high influx rates during this event were nearly counterbalanced by an interval

of low rates, so an influx rate computed from the total number of impacts serves very well in the

42



presentanalysis. A factor of 2 was used in correcting for shielding by the earth and in allowing for

the fact that the sensor was not completely omnidirectional. The microphone system on Pioneer I

registered 25 impacts, of which 17 are considered to represent impacting dust particles. No correc-

tion for shielding by the earth was made, because Pioneer I spent most of its time at large geocentric

distances (2 to 19 earth radii). A factor of 4 was used in converting to an omnidirectional influx rate.

A preliminary readout of the data from the microphone and coated photomultiplier systems on

Ranger I (1961 _) has been reported by Alexander and Berg (Reference 10). In this system, the two

sensors were capable of operating in coincidence as well as independently. The data for the micro-

phone system alone are given in Table 1.

The results from the microphone system on Midas II (1960 41) and preliminary results from a

similar system on Samos II (1961 _1) have been reported by Soberman and Della Lucca (Reference 11).

The data were obtained --as in the case of Explorer I --in real time as the satellite passed over

telemetry stations.

The data from a microphone system on SLV-1 (a Vanguard satellite that failed to achieve orbit)

have been reported by LaGow, Schaefer, and Schaffert (Reference 12). A data point which is of use in

the present analysis can be obtained if the sensitivity of the system is computed on the basis of mo-

mentum rather than energy. The bursts of counts observed were most likely produced when the ex-

pended third stage motor sputtered and bumped the separated payload (LaGow, private communica-

tion). Therefore, only 10 of the 17 impacts are used in computing an influx rate. The value of the

mass sensitivity assumed for this system has been computed from calibration data which were given

(Reference 12).

Some of the earliest direct measurements of quantitative value were obtained with microphone

systems on a series of seven successful high altitude rockets instrumented and flown by Oklahoma

State University, hereaIter referred to as OSU (References 5, 13, and 14). The data from these

rockets are summarized in Table 2. Average particle speeds have been assumed for each sensor of

each rocket until the distribution of orbits of dust particles can be determined. Most of the sensors

on the rockets were possibly exposed to a high speed component of dust particle influx; hence, higher

particle speeds have been assumed for these sensors.

The direct measurements obtained with microphone systems on rockets, satellites, and spacecraft

of the Soviet Union have been reported by Nazarova (References 15 and 16) and are summarized in

Table 3. Some of the quantities in Table 3 have been computed on the basis of information given by

Nazarova in order that data from space vehicles of both the United States and the Soviet Union can be

included in the same analysis.

The sensitivities for the microphone systems on the Soviet spacecraft were expressed by

Nazarova in terms of particle mass. The microphone system was assumed to be energy sensitive,

and an average particle speed of 40 km/sec was assumed by her in converting to particle mass. An

average particle speed of 40 km/sec was used in an early analysis by McCracken (Reference 13), but

this value is now regarded as being too high. A value of 30 km/sec seems more reasonable and will

be used until information on the velocity distribution of the dust particles has been obtained. The
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Table 2

Direct Measurements Obtained with Microphone Systems on the OSU Rockets.

Rocket

AerobeeNo. 80

Aerobee No. 88

Nike- Cajun AF-2

Nike- Cajun AA6.203

Nike- Cajun AA6.204

Nike- Cajun AA6.206

Spaerobee 10.01

Momentum
Sensitivity
(dyne-sec)

>6.0 x 10 -4

>3.0 × 10 -3

>1.0 x 10 -s

>3.0 x 10 -s

>1.3 x 10 -4

>2.0 × 10 -s

>4.7 x 10 -4

> 1.0 × 10 -s

>6.0 x 10 -4

> 1.2 x 10 -3

>4.0 x 10 -3

>3.0 x I0-4

>3.0 x I0-s

>7.0 x 10 -4

>3.0 x 10 -3

>1.5 x 10-4

>1.0 x I0-3

>7.0 x 10-4

>5.0 x 10-4

Particle Mass Number
Speed Sensitivity of

(km/sec) (gm) Impacts

70 >8.6 × 10 -1' 49

70 >4.3 × 10 -1° 10

40 >2.5 x I0-I° 3

40 >7.5 x 10 -1° 1

20 >6.5 x 10 -1' 6

20 >1.0 x 10 -9 1

35 >1.3 x 10 -1° 17

35 >2.9 x 10 -'° 7

40 >1.5 x I0-1° 45

>3.0 x I0-'° 15

>I.0 x 10-9 3

35 >8.6 x I0-" 55

>8.6 x 10-'0 3

40 >1.8 x 10-1° 32

>7.5 x 10-'0 1

35 >4.3 x 10-"! 12
]

>2.9 x 10 -1° 1

>2.0 x 10 -l° 6

60 >8.3 x I0-" 20

Exposure

h > II0 km.

(m 2-sec)

5.0

5.0

50

50

3.0

3.0

30

30

Cumulative Influx Rate

particles_
m2-sec /

9.8

2.0

6.0 × 10 -2

2.0 × 10 -2

2.0

3.3 x 10 -1

5.7 x 10 "i

2.3 x 10 -i

31 1.5

4.8 x 10 -1

9.7 x 10 -2

37 1.5

8.1 x 10 -2

33 9.7 x 10-'

3.0 x 10 -_

24 5.0 x 10-'

4.2 x 10 -2

2.5 x I0-1

8.1 2.5

Table 3

Direct Measurements Obtained with Microphone Systems on the Soviet Union Rockets, Satellites, and Space Probes.

Vehicle

Sputnik m

Mass Sensitivity Effective Exposure

(gm) Area Time

v = 30 km/sec (m2) (sec)

1.4 × 10 -s - 4.8 x 10 -8 0.34 _8 x l0 s

4.8 × 10 -s - 2.7 × 10 -7

2.7 x 10-'- 1.0 x 10 -s

>I.0 x I0 -5

v = 40 km/sec

8.0 x 10 -9 - 2.7 × 10 -s

2.7 x 10 -s - 1.5 x 10 -_

1.5 x 10-' - 5.6 x 10 -_

>5.6 × 10 -s

Lunik I 2.5 × 10 -9 - 1.5 × 10 -8 4.4 × 10 -9 - 2.7 × 10 -8

1.5 × 10 -8 - 2.0 × 10-' 2.7 × 10 -8 - 3.6 × 10 -7

>2.0 × 10-7 >3.6 × 10 -7

LunikII 2.0 × 10 -9- 6.0 × 10 -9 3.6 × 10 -9- 1.1 × 10 -8

6.0 × 10 -9 - 1.5 × 10 -8 1.1 × 10 -8 - 2.7 × 10- s

>1.5 x 10 -8 >2.7 × 10 -8

Interplanetary

Station

1.0 x 10 -9 - 3.0 x 10 -9

3.0 × 10 -9 - 8.0 × 10 -9

>8.0 × 10 -9

Geophysical Rocket I

Geophysical Rocket H

Geophysical Rocket In

1.8 x I0 -'_- 5.3 × I0 -4

5.3 x I0 -9- 1.4 × I0 -s

>1.4 × I0 -s

>2.5 × 10 -9

>2.5 × 10 -9

>2.5 x 10 -9

Exposure Number
of

(m2 -sec) Particles

3 × lO s ?

Influx Rate

(particles_

\ m2-sec /

(Nazarova) Cumulative

(see text) < 1 × 10 -4

0.2 3.6 x 10 4 7.2 x I0 3 <16 <2 × I0 -3 <2.9 × I0 -_

< 4 <5 × 10 -4 <7.0 x 10 -4

< 1 <1 × 10 -4 <1.4 x 10 -4

0.2 1.1 x 10 8 2.2 × 10 4 0 <5 x 10 -8

0 <5 × I0 -s

2 9 x 10 -8 9.1 x 10 -8

O.l 2.3 × 10 4 2.3 x 10 8 I 4 x 10 -4 3.0 x 10 -3

5 2 x 10 -3 2.6 x 10 -3

1 4 x I0 -4 4.3 × I0-'

4 1.3 x 10 2 5.4 × 10 2 ? 6 x I0 -2 6 x I0 -2

4 1.5 × 10 2 5.9 x 10 2 ? 5 x 10 .2 5 x I0 -2

4 8.5 x I0 3.4 x I0 2 ? 7.5 x I0 -_ 7.5 x I0 -I
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mass sensitivities for the microphone systems on the Soviet spacecraft are therefore reduced by the

square of 40/30 to compensate for the difference in the assumed particle speeds. The average par-

ticle speed assumed in computing the mass sensitivities of the microphone systems on the Soviet

geophysical rockets was 15 km/sec, so the mass sensitivities given by Nazarova are increased by a

factor of 4 when converting to 30 km/sec.

The influx rates measured by Sputnik rn (1958 _2) underwent tremendous changes during the

first three days of operation of the equipment. The influx rates, as reported by Nazarova (Refer-

ences 15 and 17), were 4 to 11 particles/m 2-sec on May 15 (day of launch), 5 × 10 -4particles/m2-sec

on May 16 and 17, and less than 10 -4 particles/m2-sec during the interval May 18 to 26.

Nazarova attributes the high influx rates during the first few days to a meteoroid shower, but her

conclusion is open to question. In any case, only the influx rate given for the last nine days of opera-

tion can be used in establishing an average mass distribution curve. It is not clear whether or not

Nazarova corrected the influx rate from Sputnik HI for shielding by the earth, so the influx rate is

left in Table 3 as it was given.

The method of encoding information into the telemetered signal on Lunik I was such that only

very crude upper limits to the influx rates can be specified. Only that influx rate measured by the

scale of highest sensitivity is of any value in the present analysis. Lunik I (1959/_), Lunik II (1959 £),

and Lunik HI (Interplanetary Station, 1959 8) operated at large geocentric distances, obviating cor-

rections for shielding by the earth. No attempt has been made to correct the influx rates from the

three geophysical rockets to omnidirectional values, because the orientations of the rockets and solid

viewing angles of the sensors have not been reported.

DIRECT MEASUREMENTSFROM PHOTOMULTIPLIERAND

ROCKETCOLLECTIONSYSTEMS

Experiments for measuring the kinetic energy of micron-size dust particles were flown on three

rockets (References 9, 18, and 19) and two satellites (References 9 and 10). The sensors measured

the intensity of the visible light emitted in each impact of a dust particle with a speed greater than

5 km/sec. Light emitted from impacts of microparticles with speeds between 4 and 11 km/sec has

been observed in laboratory experiments (Reference 19). Measurements of the intensity and dura-

tion of the light flash provide a means for determining the kinetic energy of an impacting particle.

Results of the laboratory studies indicate that the light flash sensor detected particles with masses

greater than 10-13gm.

The configuration of the sensors in each of the five experiments was different, but the principle

of light flash detection was the same. The basic detector unit was a photomultiplier tube. The sur-

faces exposedto impacts in the experiments were Lucite (References 18 and 19) and glass (References

9 and 10). A few thousand angstroms of aluminum were evaporated on the impact surfaces to shield

the photocathodes from background light. When a dust particle penetrated the aluminum during an

impact, light from the impact flash could reach the photocathodes. The rocket experiments exposed

larger impact areas than did the satellite experiments to compensate for the shorter exposure times
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of the rocket flights. The impact surface for each of the two satellite detectors was the face of an

end-on type photomultiplier tube. An intensive effort was made to make the sensors insensitive to

Cerenkov radiation and to energetic particles.

The results of the measurements with the light flash detector are given in Table 4. The cone of

vision of the detector, the exposure, and the total number of impacts are given for each experiment.

Table 4

Direct Measurements from Photomultiplier Systems on
United States Rockets and Satellites.

Vehicle

Half-Angle of
Detector Cone

of Vision
(degrees)

Exposure

(m2-sec)

Number of
Particles

Influx Rate

particles _

n_2 -sec /

Omnidirectional
Influx Rate

.particles
m2-sec /

Aerobee NRL-25 80 0.63 101 160 390

Jupiter AM-28 80 2.2 4 1.63 4

Explorer VIII
(preliminary) 60 4.3 110 25 200

Ranger I
(preliminary) 75 8.5 179 21 114

An impact rate is computed and then normalized to 4n steradians. (These computations also include

correction factors for earth shielding.)

Aerobee NRL-25, launched at 0200 local time, exposed the light flash detector to the high-speed

component of the dust particle influx; and Jupiter AM-28, at 1900 local time, to the low speed com-

ponent. The results may be normalized to 30 km/sec for purposes of comparison if the average par-

ticle speeds are taken as 45 and 12 km/sec, respectively. Since the detector sensitivity is a function

of the square of the particle speed, the omnidirectional influx rates for the Aerobee and Jupiter --

respectively 390 and 4 particles/m2-sec (Table 4)- become 173 and 25 particles/m2-sec (assuming

a linear relation between influx rate and mass sensitivity).

The Skylark rocket flown by Lovering (Reference 20) carried a light flash experiment very simi-

lar to that on Aerobee NRL-25. No events were observed, but because of the following circumstances,

there is a possibility that the experiment did not survive launch. The sensor was a 1P21 photomulti-

plier, and the rocket was a Skylark, which has a solid propellant motor. The system was subjected

to a 70-g acceleration test in a centrifuge. A meaningful environmental qualification test should have

also included severe shock and vibration tests, since the 1P21 is not ruggedized. An inflight sensor

calibration with a light source would have verified the launch survival of the detector. The Jupiter

AM-28 experiment and both satellite experiments contained this feature in the instrumentation.

The measurements from the satellites are corrected for earth shielding and normalized to 4n

steradians. The data from the Explorer VIII and Ranger I experiments are restricted to satellite
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nighttimemeasurements in order to eliminate any extraneous counts caused by sunlight. The aver-

age omnidirectional influx rates for these measurements are 200 and 114 particles/m2-sec, respec-

tively, for particles with masses of 10 -'_ gm and greater.

Another estimate of the influx rates for dust particles somewhat smaller than those covered by

the direct measurements obtained with microphone systems has been reported by Soberman, Hemen-

way, et al., (Reference 21). A recoverable high-altitude rocket was used in obtaining a very interest-

ing collection of particles at altitudes greater than 88 kin. An influx rate of 300 particles/m 2-sec

was estimated for particles with diameters equal to or greater than 3 _. The cumulative influx rate

(plotted as a function of particle diameter) has a negative slope of 1.3 and applies to particles with

diameters as small as 0.2 _. If a mass density of 3 gm/cm s is used (Reference 21), the influx rates

estimated from this collection may be compared to those obtained from the other direct measure-

ments. No shielding corrections are introduced, since the collectors faced in the general direction

of the apex of the earth's motion.

CUMULATIVE MASS DISTRIBUTION

CURVE FROM DIRECT MEASUREMENTS

The direct measurements obtained with the
10 4

microphone, photomultiplier, and rocket collec-

tion systems are plotted as a cumulative mass

distribution curve in Figure 2. Two character- lo2

istics of the data used in establishing the curve ---2 10

should be emphasized. First, the influx rates _r_EE

are expressed as omnidirectional values, and

secondly, the curve is the result of a series of

experiments in the vicinity of the earth. How z
-- 10-2

well the curve applies to other regions of space

is not presently known. _'_1°-3

10--4

All of the microphone data for the mass

range of 10 -l° to 10 -7 gm are compared in 1°-5

Figure 2 with the Explorer VIII results (pre- 10-_

sented in Figure 1). A study of the data points in
10 -7

Figure 2 demonstrates the degree of consistency

with which the average influx rates derived from 1°_o_,

all microphone measurements fit the curve.

The photomultiplier results allow an exten-

sion, to approximately 10 - 1s gm, of the distribu-

tion curve obtained with microphone systems.

The reported influx rates from the rocket col-

lection experiment (Reference 21) are somewhat
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Figure 2--An average cumulative massdistribution curve
for the vicinity of earth derived from all the available
direct measurements obtained with microphone and
photomultiplier systems. The influx rates are omnidi-
rectional values. A dust particle of mass density
p= is expelled from the solar system by radiation pressure
if its mass is less than that shown on the lower abscissa

opposite the particular value of Pm
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higher than the photomultiplier detector results. The 80 to 150 km altitude range of the collection

experiment probably contains an abundance of decelerated microparticles; hence, this is a possible

explanation for the high influx rate of microparticles reported from the collection results.

The radiation pressure limits, in terms of particle mass density Pro, are also shown in Figure 2

and subsequent figures above the particle mass abscissa. Each value of Pm determines a "cutoff"

radius; all dust particles of this radius having masses smaller than that read below on the abscissa

will be swept out of the solar system by radiation pressure. (The above statements are true only to

the extent to which geometrical optics may be used in place of the more complex Mie theory of light

scattering. The differences are not important in the present analysis.)

The cumulative mass distribution curve is not a constant mass-to-magnitude curve, and the

slope appears to change rapidly with decreasing particle size. On a cumulative mass distribution

curve, the slope should approach zero as the radiation pressure limits are reached. The results

for particles with masses between 10-13 and 10 -lo gm represent initial measurements which are

inherently more uncertain than the microphone data. As the number of measurements increase for

this range of particle size, the mechanisms controlling the distributions of these dust particles will

be better understood.

RESULTS FROM PENETRATIONAND FRACTUREEXPERIMENTS

Thirteen experiments with penetration or fracture types of dust particle sensors have been flown

on seven United States satellites. In all but two cases, the numbers of events detected by these sen-

sors were one or zero; therefore, a measured average influx rate for dust particles cannot be de-

termined. A comparison can, however, be made between the results of these experiments and the

average mass distribution curve established by measurements with microphone systems.

The fracture type sensor consisted of continuous wire wrapped around an insulating support

material. An impact was observed when a colliding dust particle fractured the wire and caused an

open circuit. Manring (Reference 22) working with Explorer I and Explorer HI (1958 9_), Soberman

and Della Lucca (Reference 11) working with Midas II and Samos II, and Secretan working with Ex-

plorer XIII (1961 ×) have flown the wire grid type sensor on these five satellites. The major differ-

ences among these sensors were the wire size and the total exposed area. The mass of the dust par-

ticle which would fracture the wire is taken here as being comparable to that reported by Manring

(Reference 22) and by Cohen et al. (Reference 23).

Four different types of penetration sensors have been flown on three satellites. Three of the

sensors required a perforation of the exposed surface, and one sensor required a crater with a diam-

eter sufficient to destroy the sensing element. LaGow and Secretan (References 24 and 25) developed

three of these sensors for Vanguard III.

The first type of sensor consisted of a chromium strip 300 g wide and 1 to 3 g thick, evaporated

onto Pyrex glass. The resistance of the strip was monitored, and a complete break of the chromium

was required to register an impact. The threshold sensitivity in terms of particle mass was
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determined by computing the diameter of the crater necessary to produce an open circuit. The

second type of sensor consisted of two hermetically sealed and pressurized zones of which the ex-

posed surface was 0.162 m 2 of the 26-mil thick magnesium skin of the satellite. A transducer con-

stantly monitored the differential pressure between the two zones, so that a puncture of either or

both could be detected. The third sensor consisted of a CdS cell covered by a 1/4-mil Mylar film

which was made opaque by evaporating aluminum onto both sides of the film. As penetrations oc-

curred, the admitted sunlight changed the resistance of the CdS cell permitting measurement of the

effective hole size. More than one penetration could have been observed with this sensor. This ex-

periment was also flown on Explorer VII (1959 e ).

Davison (References 26 and 27) has flown the fourth type of penetration experiment on Explorer

XIII. A plate of stainless steel was mounted in front of a foil gage consisting of a continuous strip of

gold deposited on silicone rubber. The foil gage was separated from the metallic plate by a mylar

insulator. Two thicknesses of stainless steel (75 and 150_) were used in two separate sensors.

A particle sufficiently large to penetrate the metal plate and fracture the gold foil would have led

to an open circuit and detection of an impact.

Using 1/4-rail mylar film and micron-size particles with speeds as high as 11 km/sec,

Friichtenicht (Reference 20) has found that the diameter of the hole is 1.5 + 0.5 times the diameter

of the impacting particle for speeds greater than 3.5 km/sec. Secretan and Berg (unreported re-

sults), using the same accelerator, have found no marked deviation from the above results. These

results are the basis for the sensitivity used in the interpretation of the mylar-film CdS experi-

ment. The other three penetration sensors (magnesium and stainless steel) required a perforation

or a crater. An extensive series of penetration experiments has been performed by Summers, et al.

(References 28 and 29). The penetration equation developed empirically in these studies was used

to compute the threshold mass sensitivity for the three sensors.

The pertinent information concerning the penetration and fracture experiments is summarized

in Table 5. The exposure (area-time product) includes a consideration of earth shielding, except

for the two measurements by Soberman and Della Lucca (Reference 11). The influx rates for Ex-

plorer HI and Samos II were computed from the numbers of impacts and the corresponding exposures.

One event was observed on Explorer VII, but no events were observed in the ten remaining experi-

ments. An average influx rate can be predicted for these latter experiments by computing the influx

rate necessary for a probability of 0.99 for at least one impact. This is done in the following manner:

an omnidirectional distribution of particles was assumed and the equation given below (based on

Poisson statistics) was used to find the average influx rate.-

P1 1 -e -,t,

where

PI = 0.99 =probability of at least one impact,

at = exposure (m2-sec),

r = average influx rate (particles/m 2-sec).
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The results derived from these experiments are

compared in Figure 3 with the average mass

distribution curve established by measurements

from microphone systems.

The indicated uncertainties represent a

consideration of the major variations known at

present concerning the parameters (particle

speed and mass density) involved in hyper-

velocity impacts. The data show that some of

the experiments had insufficient exposure to

yield significant information. Within the un-

certainties shown, the measurements do support

the average mass distribution curve, especially

within the mass range of 10 -8 to 10 .6 gin. The

curve shown in Figure 3 predicts the wire grid

fractures which occurred on Explorer III (Ref-

erence 22) and Samos II (Reference 11) and the

survival (without puncture) of the penetration

experiments on Vanguard III (Reference 24) and

Explorer XIII (Reference 26).

The analysis of all of the direct measure-

ments has shown no significant departures from

the average mass distribution curve derived

Table 5

Direct Measurements from Penetration and Fracture E_et_ifnents on United States Satellites.

Satellite

Vanguard HI

Type of
Dust Particle

Sensor

Pyrex-Chromium Strip

Pyrex-Chromium Strip

Mylar- CdS Cell

Magnesium Pressure Zones

Critical

Dimension fop

Penetration or

Fracture

300_

300_

1/4mil

26mil

Range of
Threshold

Particle Mass

(gm)

4.0 x I0 -s - 1.2 x 10 -7

4.0 x 10 -8 - 1.2 x I0 -7

1.2 × 10 -9

3.0 x 10 "_ - g,O x 10 -_

Exposure

i(Corrected)

(m 2 -sec)

20_

7.0 × 101

1.4 x 102

8,7 x 101

7.2 x l0 s

Explorer VII Mylar - CdS Cell 1/4 mil 1,2 × 10 -9 3.9 x 101

Explorer XIll Stainless Steel-Gold Foil 75_ 1.1 × 10 -8 - 3.3 × 10 -8 3.4 × 104

Stainless Steel-Gold Foil 150_ 8.8 × 10 -8 - 2.6 × 10 -7 8.5 × l0 s

Wire Grids 75_ 2.0 ×10 -7 -6.0 × 10 -7 1.7 x l0 s

Wire Grids 50_ 6.7 x I0 -8 - 1.8 x I0 -7 7.7 x 102

Explorer I Wire Grids 17_ 4.2 x I0 -9 - 1.2 x 10 -a 3,6 x I03

Explorer III Wire Grids 17_ 4.2 x I0 -9 - 1,2 x' 10 -8 2,4 x 102

Midas II Wire Grids

Wire Grids

4.2 x I0 -'_ - 1.5 x 10 `a

4.2 x 10 -9 - 1.5 × I0 -820_Samos II

2.0 x l0 s*

1.1 × 104*

Predicted

i lnflux Rate
Number

of PI = 0.99

Particles _particles_

\m_--zz_Tsec]

0
0

0

0

1

0

0

0

0

0

2

0

8

Data Point

Shown in

Figure 3

6,2 × 10 -2 1

3.3 x 10 -2 2

5.3 × 10 -2 3

6.4 × 10 -e 4

1.2 × 10 -_ 5

1.4 × 10 -4 6

5.6 x 10 -4 7

2.'1 × I0 -s 8

6.0 x 10 -s 9

1.3 x 10 -s 10

6.4 × 10 -a 11

2.3 × 10 -s 12

8.0 × 10 -4 13

*Not corrected f_¢ earth shielding.
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from the microphone experiment on Explorer VIII. Now that it has been demonstrated that the direct

measurements are quite self-consistent, comparisons of the direct measurements with results ob-

tained by other observational techniques can be attempted. Information deserving special attention in

such a comparison comes from the observations of meteors, the zodiacal light, andthe solar F corona.

COMPARISON OF DIRECT MEASUREMENTSWITH
RESULTS FROM METEOR OBSERVATIONS

Extrapolating the results from meteor observations toward smaller particles represented a

major method of estimating influx rates for dust particles before the advent of the direct measure-

ments technique. The tabulation by Watson (Reference 30) of influx rates of meteors followed the

constant-mass-per-magnitude relationship, rendering the extrapolation to smaller particles rela-

tively easy. Such extrapolations have been made in the past, the most commonly used ones being

those of Grimminger (Reference 31) and Whipple (Reference 32).

Even the earliest of the rockets in the OSU series (Reference 13) gave influx rates several

orders of magnitude higher than those expected on the basis of the extrapolations of meteor data.

Meanwhile, an observation of coasting in the train of a double station photographic meteor led to the

hypothesis of a very low value of mass density ( p. = 0.05 gm/cm s) for meteoroids (Reference 33).

Whipple (Reference 34)--using this low value of mass density together with the corresponding change

in the mass-to-magnitude relationship, the influx rates reported by Millnlan and Burland (Reference 35),

and an average speed of 28 km/sec for the meteoroids-proposed a constant-mass-per-magnitude ex-

trapolation. This new distribution, showing much higher influx rates than are shown by the Watson

distribution for particles of a given mass, did not agree with the early direct measurements.

The results of MiUman and Burland (Reference 35) and of Hawkins and Upton (Reference 36)

showed that the constant-mass-per-magnitude relationship was not valid, even for meteoroids. If

the distribution curve given by Hawkins and Upton had been extrapolated into the direct measure-

ments range of particle mass, it would have shown some degree of compatibility with the early re-

salts from the OSU rockets. Such an extrapolation was not in agreement with the direct measure-

ments from the early satellites (References 3"/and 38).

On the basis of this early evidence of disagreement between the direct measurements and the

extrapolated meteor results, McCracken (together with Alexander) first suggested that a constant-

mass-per-magnitude law did not apply in the direct measurements range of particle mass (Refer-

ence 13). The direct measurements then available were not sufficient to confirm this hypothesis,

nor did sufficient data become available until measurements were obtained with Explorer VIII.

Actually, two interpretations of the direct measurements were possible at the time the suggestion

was first made. They were." (1) the mass distribution curve obtained from the direct measure-

ments departed significantly from those obtained by extrapolating results from meteor observations,

or (2) the direct measurements were indicating the presence of a geocentric concentration of dust

particles. Although the first interpretation seemed to be in better agreement with the early data,

quantitative arguments for its validity were not possible until the data sample was obtained with the

microphone system on Explorer VIII.
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Figure 4--Segmented cumulative massdistribution curve
for omnidirectional influx rates of dust particles and
meteoroids. The portions of the curve derived from the
direct measurements of dust particles are known only to
be valid for average conditions in the vicinity of the
earth. The equations for the curve labeled "Millman
and Burland" were given by McKinley (Reference 39).

A segmented approximation to the cumu-

lative mass distribution curve (Figure 2) is

shown, together with several model distribu-

tions and observational results from the meteor

studies, in Figure 4. The cumulative influx

rates obtained by the various observational

methods are plotted as a function of particle

mass or visual magnitude, with the approximate

radiation pressure limits for selected values of

mass density being given as an auxiliary abscissa.

Visual magnitude has been introduced as an

abscissa because the results from meteor ob-

servations can be placed on a mass distribution

curve only within the limits set by the un-

certainty (= 200) in the mass-to-magnitude re-

lationship. Visual magnitude is related to par-

ticle mass in Figure 4 by assuming that the

luminosity of meteors with a given speed

depends linearly on the mass of the meteoroid

and that a meteoroid with a mass of 25 gm and

a speed of 28 km/sec will produce a meteor of

zero visual magnitude (Reference 34). Use of a

mass density greater than the value of 0.05

gm/cm s used by Whipple (Reference 34) shifts

the influx rate for meteoroids of a given mass

toward a lower value.

The distribution curves for meteors given by Whipple (Reference 34), McKinley (Reference 39),

and Hawkins and Upton (Reference 36) are plotted in Figure 4 as functions of visual magnitude; a

mass distribution given by Hawkins (Reference 40) for asteroids and fireballs is also included. The

distribution given by Watson (Reference 30) is plotted in terms of particle mass. This is done so

that the difference between the Watson and Whipple distributions can be used to illustrate the un-

certainty in the influx rate of meteoroids of a given mass resulting from the poorly known mass-to-

magnitude relationship for meteors. The direct measurements are not affected by this uncertainty.

The uncertainties encountered in placing the direct measurements on a cumulative mass distribution

curve are about two orders of magnitude smaller than those for meteoroids.

As Figure 4 shows, the mass distribution curve obtained from the direct measurements departs

markedly from those obtained by extrapolating results from meteor observations. It is evident that

the constant-mass-per-magnitude relation does not hold for dust particles in the vicinity of the earth.

There is, in fact, little evidence that the relation holds for more than a few magnitudes within any range

of particle mass, except possibly for fireballs and asteroids (Reference 40). Thus, there is no partic-

ular reason for trying to force the direct measurements to fit a constant-mass-per-magnitude curve.
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Themass distribution of small dust particles was not known before the data were obtained with

Explorer VIH. Several analyses (using best guesses, such as a constant-mass-per-magnitude re-

lation) for the distribution curve in the direct measurements range of particle mass led to the conclu-

sion that the direct measurements confirmed the existence of a geocentric concentration of dust par-

ticles. The results from Explorer VIH and the good agreement of all the other direct measurements

with the Explorer VIII data show that these analyses are incorrect, because the measured mass dis-

tribution curve differs significantly from those assumed in the various analyses.

Some of the more subtle points shown in Figure 4 can be illustrated more clearly by deriving

from the incremental mass distribution the mass influx curve shown in Figure 5. To remove the ef-

fects of using the segmented cumulative mass distribution (Figure 4) as a basis for deriving the in-

cremental mass influx curve, the latter has been smoothed. It is given in terms of the accretion rate

by the earth of dust particles or meteoroids in a given mass range as a function of particle mass or

visual magnitude.

The most important conclusion which can be reached on the basis of the distribution curve shown

in Figure 5 is that the earth's accretion of interplanetary material is dominated by the small dust

particles. The integrated accretion rate amounts to about 1 × 10 4 tons per day.

It must be realized that in both Figure 4 and Figure 5, the distribution curves for particles with

masses less than about 10-11 gm are more uncertain than the segments of the curves derived from

microphone results. Dust particles with masses less than about 10 -9 gm are subject to the
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perturbative effects of radiation pressure. The shape of the distribution curves in the submicron

range of particle size depends critically on the locations of the sources, on the distribution of orbits,

and on the mass densities of the dust particles.

Gallagher and Eshleman (Reference 41} have found that the influx rates of faint radar meteors

show large fluctuations with time. The observed grouping of radiants suggests that the faint radar

meteors are members of "sporadic showers" rather than dispersed members of major meteor

streams. Large fluctuations in the influx rate also seem to be the rule rather than the exception in

the case of direct measurements. Dubin (References 7 and 8} has reported on the large fluctuations

observed with Explorer I. Large fluctuations in the influx rate have also been reported for Van-

guard III (References 42 and 43) and for Sputnik III (References 15 and 17), although there is still

some question about the latter case. (The fluctuations in influx rate observed on Vanguard III and

Explorer VIII are presently under analysis.) It appears, on the basis of both the direct measure-

ments and the data for faint radar meteors, that the dust particles are not nearly so uniformly dis-

tributed as are the sporadic meteoroids.

The interplanetary dust particle event detected by Explorer I on February 2 and 3, (shown in

Figure 6) may be evidence of a "sporadic shower" of small dust particles, since it bears no relation

to a known meteor shower. The large increases in influx rate which occurred during the November

16 to 18 interplanetary dust particle event observed with Vanguard III are shown in Figure 7. The

coincidence in time with the Leonids suggests that large numbers of small dust particles are being

generated in the Leonid stream. The microphone system was almost omnidirectional, so it is not

possible to establish the radiants of these dust particles. If they did belong to the Leonid stream,

LINE OF APSIDES OF EXPLORER I

APEX OF

EARTH'S 2 1 5
MOTION
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Figure 6-Impact rates during the February 1958 interplanetary dust particle event
plotted as a function of the position of the satellite relative to the earth
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the improbability of such dust particles remaining in the stream for one orbital period would require

that they were released from larger meteoroids as they approached perihelion passage.

Eshleman (Reference 44) has reported that the influx rates of the faint radar meteors seem to

increase rather than decrease as the limiting sensitivity of the equipment is approached. This may

be evidence that the distribution curve obtained from the direct measurements can be extrapolated to

join onto a distribution curve for meteoroids at about 15th visual magnitude (see Figure 4 or 5).

COMPARISONOF DIRECT MEASUREMENTSWITH RESULTS FROM

ZODIACALLIGHT AND SOLAR CORONAOBSERVATIONS

Photometric observations of the zodiacal light and the solar corona have yielded considerable

information about the material in the zodiacal cloud surrounding the sun. The resuRs obtained by

analyzing the observations are generally expressed in terms of the spatial densities (and variations

in the spatial densities) of electrons and dust particles with distance from the sun. Incremental size

distributions for the dust particles are also obtained in such analyses.

Direct measurements of the spatial density, mass distribution, and selected physical parameters

of interplanetary dust particles have not yet been obtained for regions of space removed from the

earth-moon system. The spatial densities and size distributions of dust particles inferred from
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photometric studies of the zodiacal light and solar corona presently represent the only available

information about small dust particles in the zodiacal cloud.

Comparisons of the direct measurements with the results from zodiacal light and solar corona

observations presently represent the only means of determining whether the available direct meas-

urements obtained near the earth are also characteristic of interplanetary space. Dubin and Mc-

Cracken (Reference 45} have compared the direct measurements with the results obtained in investi-

gations of the zodiacal light and solar corona by van de Hulst (Reference 46}, Allen (Reference 47},

Els_isser (Reference 48), and Ingham (Reference 49}. It was found that if the results obtained by

Ingham were taken as representative of interplanetary space, a spatial density near the earth at

least three orders of magnitude higher than for interplanetary space must be introduced in order to

remove the discrepancy. There is such a lack of agreement among the results from the various

investigations of the photometric observations that comparisons of this kind are, at best, only

qualitative.

CONCLUSIONS

The direct measurements obtained with the microphone system on Explorer VIII have provided

a basis for analyzing all the available direct measurements of interplanetary dust particles. An

average cumulative mass distribution curve, subject only to very minor uncertainties, has been

established for dust particles in the vicintiy of the earth. This average distribution is valid, within

an order of magnitude or less, for particles with masses between 10 -13 and 10 -6 gm. The irregular

shape of the distribution curve precludes the possibility of writing its equation in a simple analytical

form.

The mass distribution curve obtained from the direct measurements differs markedly from those

expected on the basis of extrapolations of results from meteor observations. Consequently, the earth's

accretion of interplanetary matter may be said to be dominated by dust particles with masses less

than about 10 -6 gin. A conservative estimate of the accretion rate is 104 tons per day.

The influx rates obtained from the direct measurements undergo large fluctuations and, in one

case, show a correlation in time with the expected annual return of a major meteor shower. These

fluctuations suggest that the dust particles are not predominantly in long-lived orbits about the earth.

Discrepancies as large as 104 are found when the direct measurements in the vicinity of the

earth are compared with the spatial densities of dust particles in interplanetary space inferred from

photometric studies of the zodiacal light and the solar corona. However, such comparisons are un-

certain because of the large discrepancies among the photometric data.

The available direct measurements are not sufficient to define either an average geocentric

speed or an average mass density. These measurements encompass a range of particle mass which

extends well past the radiation pressure limit for particles in heliocentric orbits with mass den-

sities of 0.05 gm/cm 3. Mass densities of approximately 1 gm/cm 3 seem more reasonable for the

direct measurements range of particle size. In view of the uncertainties concerning the probable
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origin (or origins) of the particles, the distribution of their orbits, and the mass densities of those of

micron size, it does not seem wise to extrapolate results from the meteoroidal range of particle

size to the smaller sizes of dust particles.

The various departures of the direct measurements from expectations based on other methods of

observation shows the feasibility of using the direct measurements technique to study material in the

zodiacal cloud. Appropriate direct measurements will serve to answer most of the questions leR un-

answered in this analysis, and will represent an important means of determining the predominant

source of the dust particles observed in the vicinity of the earth.
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EVIDENCEFROMTHE MOON'SSURFACEFEATURES

FOR THE PRODUCTIONOF LUNARGRANITES*

John A. O'Keefe and Winifred Sawtell Cameron

Goddard Space Flight Center

SUMMARY

If tektites come from the moon, they indicate a granitic consti-

tution for a considerable portion of its outer crust, especially if allow-
ance is made for the chemical effects of volatilization (loss of

alkalies). The evidence for granitic rocks from the morphology of the
moon's surface is considered in this paper. The displacement of the
center of the moon's visible surface with respect to the center of mass
is considered evidence of isostasy on the moon. It is shown here that

this displacement is not merely a limb phenomenon, and is probably
not explicable in terms of the kind of lumpy interior proposed by Urey
to explain the differences of the moments of inertia. Evidence for
characteristic granite topographic features, including tholoids and lac-
coliths, is summarized. The possibility that the maria were produced
by the fluidization of volcanic ash is considered. The transporting
fluid is considered to be the contained gases as in a terrestrial ash
flow. Ash flows on the earth are responsible for the emplacement of a

large fraction of all volcanic ash. From a study of the physics of ash
flows, it is determined that the fluidization should be even more effec-
tive on the moon. It is concluded that the morphology of the moon's
surface does not contradict the notion that large amounts of acid rock

are present on its surface.

INTRODUCTION

Evidence has been adduced from the writing of Nininger, Dietz, O'Keefe, Varsavsky, Gold, and

Chapman (References 1-6) in support of the hypothesis, originally enunciated by Verbeek (Refer-

ence 7), that tektites come from the moon. Chapman's work in particular has shown that the external

features of the australites indicate a velocity of entry into the earth's atmosphere between 10 and

13 km per second. Taken in conjunction with the observed surface distribution, this figure excludes

direct origin from the earth, and it likewise excludes normal meteoric orbits. It is, on the other

hand, entirely consistent with the theory of origin from the moon. Since particles coming from the

*This paper will also be published in lcerus, Vol. I, No. 3.
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moon as a result of meteorite impacts are to be expected a priori, and since these ought to be differ-

ent from meteorites, it is highly likely that at least some of these particles are tektites.

Is the hypothesis of a lunar origin for tektites consistent with what is known about the structure

of the moon's surface ?

In the present paper we will attempt to relate the observable features of the moon's surface with

the kind of rocks which would be expected to yield tektites. First an effort will be made to deduce the

type of rock which formed the parent of the tektites; then the common surface features of the earth

associated with rock of this kind will be noted; and finally we shall attempt to identify these features

on the moon.

THE ROCK WHICH YIELDS TEKTITES

In the first place, it is clear that, if they are lunar, the tektites are related to the igneous rocks

since sedimentary processes in the ordinary sense do not occur on the moon--unless Gilvarry's rad-

ical hypothesis of lunar oceans is correct (Reference 8). In the second place, tektites belong with the

acid igneous rocks of the earth (those with a silica content of 65 percent or more) rather than with

the intermediate rocks (55 to 65 percent silica) or the basic rocks (55 percent or less silica).

No known tektite has less than 65 percent silica; nearly all have more than 68 percent (Reference 9).

Tuttle and Bowen showed that the majority of the acid igneous rocks can be thought of as consist-

ing principally of three minerals-- quartz, orthoclase, and albite -- in roughly equal proportions (Ref-

erence 10).

QUARTZ

(Si02)

, TE_KTITES

GRANITES

7 ''" _HyOLRITES

/;"/ \

ALBITE ORTHOCLASE

(NaAISi308) (KAISi308)

Figure 1--Normative compositions of granites and tektites,

weight percentage (modified from Reference ]0; tektite norms

from Reference ] ])

Petrologists express such a relation

with a triangular diagram, such as that in

Figure 1, in which each corner is labeled

with the name of one of the three constitu-

ents. The relative proportions of the three

constituents are expressed by the position

of a point on the diagram; its distance from

any side of the triangle is proportional to

the abundance of the mineral marked on the

opposite vertex. The normative composi-

tion is the theoretical equilibrium mineral

composition as computed from chemical

analysis of the rock.

It can be seen that granites and their

volcanic equivalents, rhyolites, cluster

around the center of the triangular dia-

gram (Figure 1). There is experimental

evidence for this behavior and it can be
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explained theoretically. If the composition of the first fraction of liquid produced by melting in this

system-- in the first instance, at atmospheric pressure -- is projected onto this diagram, it is found

that the granites occupy the locus of lowest melting point, near the center of the diagram. At higher

water pressures there is some migration of the low-melting-point trough, but it remains near the

center. The granites therefore are believed to be formed either as the last portion of a magma to

solidify (magmatic differentiation)or the firstportion ofa solid rock to liquefy. In the first case,

they might represent the last remaining liquid in a large underground reservoir of magma; in the

latter case they might represent a liquidsweated out of a solid mass at high temperature. These

possibilities are further discussed elsewhere by I._wman {Reference 12).

The important point to see here is that tektites as they are found do not fitthe picture. As is

shown in Figure 1, tektRes are on the quartz side of the granite field(and the low-meRing-point

trough), in a region where very few igneous rocks are located. Ifthe tektitesfellbelow the central

region (i.e.,on the orthoclase-albite side),itwould be possible to explain their composition as due

to incompleteness of one of the igneous processes mentioned. There are sound reasons for thinking

that, either on the earth or on the moon, many acid igneous rocks have been derived from basaltic

magma or from some rock of lower silica content. Terrestrial rocks that would be above the trough

in Figure 1 can be explained as remelted sandstones, since sand is mostly silica;but this explana-

tion is not available for lunar materials. The problem is so serious that many students of tektites,

including Urey, reject the theory of a lunar origin of tektites,for just this reason, emphasizing that

the chemistry of silicatesought to be the same on the moon as on the earth.

A possible solution of the problem has been provided by Cohen (Reference 13) and Taylor

(Reference 14), who have pointed out tl_esignificance of volatilizationin altering the composi-

tion of tektites. Taylor showed that the flanges of australites,which have been exposed to two meR-

ings, are about 20 percent poorer in soda and potash than the cores, which have been exposed to only

one melting. Cohen showed that the ratio of the volatileelement germanium to the less volatile gal-

lium was lower in the flanges than in the cores. Taylor applied his work only to the australite prob-

lem, but Cohen made the interesting suggestion that the same process had been at work in the forma-

tion of the tektites in general.

Cohen's hypothesis is in good accord with many other physical and chemical properties of tek-

tites,namely:

1. The remarkable lack of water and other volatiles (Reference 15);

2. The presence of FeO rather than Fe203;

3. The almost totallack of magnetization (Reference 16);

4. The glassy nature of the tektitesthemselves.

These characteristics by themselves suggest a thorough heating at a temperature above that of ordi-

nary lavas. At high temperatures, the escape of alkalies is commonly observed in the laboratory

(Reference 10, p. 6).

Itis therefore plausible to suppose that the tektitesare derived from a material much like a

granite or other acid igneous rock, provided that we accept the idea of a period of heating at very
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high temperatures, lasting several minutes, during some part of the history of the tektites. Per-

haps the heating occurred during a hypothetical formation of the tektites as ablation drops in the

atmosphere. The mechanism of ablation heating is known, from the example of the australite flanges,

to be competent to account for the volatilization. An alternative possibility, that the heating resulted

from impact on a surface such as that of the moon, encounters the difficulty that the time duration of

impact heating appears to be short, as judged from the lack of homogeneity of terrestrial impact

glasses.

Thus the first part of this discussion is completed; we find that the tektites belong with the gra-

nitic kindred. It should be mentioned that the term "granite" is used here primarily in a chemical

sense; strictly speaking, granite is a coarse-grained rock, usually formed at a great depth and ex-

posed later by erosion. Although there may be some granite in the moon which has been exposed in

craters, it should be uncommon; the granitic magmas will typically have formed fine-grained vol-

canic rocks such as rhyolite and tuff.

SURFACEFEATURESASSOCIATEDWITH GRANITICROCKS

The second part of this discussion is the listing of land forms that are associated with granitic

rocks, especially those which might be visible on the moon. They are:

1. Isostasy-- continental blocks of crust supported in a more or less hydrostatic fashion by flo-

tation above a heavier substratum. The continents of the earth are made essentia:ly of granite or its

derivatives. The ocean basins, however, are apparently underlain by basaltic rock with a density

about 10 percent higher.

2. Batholiths -- large masses of granitic rock typically found in the cores of large folded moun-

tain belts such as the Appalachians. Since there are no folded mountains of this type (consisting of

thick accumulations of sedimentary rock) on the moon, we do not expect evidence that typical batho-

liths exist there.

3. Laccoliths -- mushroom-shaped bodies, usually composed of acid igneous rock, intruded be-

tween the layers of a stratified country rock and causing the overlying strata to become dome-shaped.

4. Peleean volcanism, characterized by:

a. Extrusion of lava in the form of spines and ridges, owing to high viscosity.

b. Production of ash, both as ordinary ash falls and especially as ash flows, in which the

solid material is fluidized and transported by the contained gases.

EVIDENCE FOR THE EXISTENCE OF ISOSTASY, LACCOLITHS,

AND PELEEANVOLCANISM ON THE MOON

Isostasy

The fundamental evidence for isostasy onthe moon is the difference of position between the moon's

center of gravity and its center of figure. The difference is well established; for example, it has been
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regularly employed for the calculation of the eclipses of the sun (see the American Ephemeris and

Nautical Almanac for 1962, p. 291). It amounts to approximately 1 km, in the sense that the center of

figure is south of the center of gravity. The basic principle is that observations of the moon give the

position of the center of the moon's visible face, whereas theory refers to the center of gravity. A

discrepancy appears between theory and observation, by which the observed position is persistently

south of the calculated one. The discrepancy cannot be removed by amending the lunar theory, since

this does not contain constant terms in the celestial latitude. It is therefore attributed to a difference

between the centers. Similar differences might in principle exist in the east-west direction or in the

radial direction; but there is no easy observational way to find them.

The reality of the effect has been questioned on the ground that the moon's southern limb is con-

spicuously rougher than the northern limb (private communication with H. C. Urey). Hence the ef-

fect might be due merely to the fact that at the limb we are looking at the ridge lines. In rough coun-

try their average height is higher than the ground as a whole.

It is possible, however, to verify that the same displacement exists to an even greater extent for

points well away from the limb. The reader may examine the maps of Baldwin (Reference 17) or the

recent U.S. Army Map Service Topographic Map of the Moon, produced under the supervision of

A. L. Nowicki. Both give elevations referred to a center which fits the limb observations, and hence

lies south of the center of gravity. Nevertheless, it can be seen at once that the average height of

the ground in the southern portion is greater, on these charts, than in the northern part. This means

that the center of figure as derived from the maps falls even further south of the center of gravity

than the center as derived from limb observations.

For obtaining a quantitative estimate, use was made of the catalog of 150 points, on the surface

of the moon, established by G. Schrutka-Rechtenstamm (Reference 18). His catalog gives rectangu-

lar coordinates in the usual system, the unit being the radius of the moon, referred to the following

coordinates for the center of the crater MSsting A:

_: = -0.08992 (_ positive to west),

v = -0.05551 ( v positive to north),

= +0.99521 ( _ positive toward the earth).

These coordinates refer to a center derived from limb observations which is, as usual, about one

km south of the center of gravity.

A least squares solution was made for the center of that sphere which most nearly fits the co-

ordinates given by Schrutka-Rechtenstamm. Since the solution is almost independent of the correc-

tion in the radial (4) direction, the _ correction was arbitrarily fixed at zero. The derived correc-

tions to the _ and v coordinates are _ = -0.4 ± 0.4 (m.e.) and AV = +1.4 ± 0.4 (m.e.), from which it

follows that the center of figure should be a kilometer or so farther south. The correction in the

east-west direction is small and uncertain. This result tends to confirm what is seen on the maps,

as would be expected, since the maps are based on the coordinates of Schrutka-Rechtenstamm and

his predecessors. The result is not, of itself, as decisive as it might appear, since the coordinates
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availableomit theouter rim of the moon'sdisk. Owingto foreshortening,theouter rim forms only a
small fractionof the visible disk, although it makes up nearly half of the visible hemisphere. A sig-

nificant point is that the rough continental areas are found to be, in fact, higher than the smooth

maria, both in the coordinate calculations and on the maps.

On the whole, however, it appears impossible to doubt the reality of the displacement of the cen-

ters. Urey's contrary statement (Reference 19, pp. 22-25) is due to the fact that the occultation data

which he used were calculated from the center of the moon's face rather than from the center of

gravity.

Two explanations might exist for the displacement of the center of figure.

1. It might be due to isostasy. On the earth the center of mass is at the center of figure of the

geoid (sea level surface) according to a theorem in potential theory. Since the Pacific hemisphere,

which is centered near 180 ° longitude and 30°S latitude, is nearly all water, whereas the other hemi-

sphere is nearly all land, it is clear that for the earth there is also a displacement of the center of

figure with respect to the center of mass. It is well known that this displacement exists because the

continents are essentially granite, whereas the ocean bottoms are essentially basalt, so that there is

an excess of density in the ocean hemisphere. The displacement of the moon's center of figure may

be due to a similar structure. A division of the moon into roughly two physiographic parts is appar-

ent to the eye and telescope from coloration and comparative elevation; the lower elevation is associ-

ated usually with darker colored material than the higher elevation. This suggests an excess of

density in the maria.

2. A second possibility, to which Urey, Elsasser, and Rochester (Reference 20) have drawn at-

tention, is that the moon is inhomogeneous in a more or less random way, and consists of a finite

number of lumps of unequal density.

To distinguish between these two hypotheses, we make use of the evidence from the second har-

monics of the moon's gravitational field which indicates density inhomogeneities. If the irregularities

in density are at the surface, and are supported in a more or less hydrostatic way, then the net effect

on the external gravitational field will be small, since, by Archimedes' principle, the floating contin-

ental blocks will displace their own weight of basic rock, leaving the gravitational field approximately

the same, at least at great distances. If, on the other hand, the inhomogeneities are irregularly dis-

tributed through the mass of the moon, then much larger gravitational effects are to be expected.

The external gravitational potential U of any planet can be expressed as a series of spherical

harmonics, of the form

_, AnU = r.+-----_ Sn(b, l) ,
nmO

(1)

where r is the radius, b the latitude, l the longitude; the values of Sn(b, l) are surface spherical har-

monics, and the A's are coefficients of the harmonics. In this expression, the harmonic of zero order

represents the field which the body would have if the mass were concentrated at one point. If the
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origin of coordinates is taken at the center of mass, then by a theorem in potential theory, the three

first harmonics in the potential vanish; this is equivalent to the above remark about the center of

figure of the geoid coinciding with the center of mass of the earth.

Since the effect of irregularities in the moon's gravitational field must be measured from the

action of the irregularities on the earth or the sun (together with the reaction on the moon), it follows

that the effects will die out rapidly as we use higher and higher harmonics. The second harmonics

are the lowest harmonics whose effects can be expectedto reflect the irregularities of the moon; they

axe also the highest harmonics which can now be detected.

We wish to compare the observed variations in the second harmonics over the moon's surface

with the variations to be expected from a theory of lumps. We shall first obtain an expression for

the moment of inertia, I, in an arbitrary direction, in terms of quantities determined in libration

theory. Next we shall find the deviation of I from its average value Io, square the deviation, and in-

tegrate it over the sphere, to find the mean squared value. This we shall compare with the mean

squared deviation to be expected from a statistical analysis like that of Urey, Elsasser, and Rochester

(Reference 20), but more rigorous. Finally, we shall compare the lumpiness needed to produce

these effects in the second harmonic with those required to produce the observed effect in the dis-

placement of the centers, and thus see whether the gravitational field is notably smoothed, as would

be expected in the case of isostasy.

It is also a general result of potential theory that the coefficients of the spherical harmonics of

order n are proportional to linear combinations of the nth moments of the mass distribution. Second

harmonics in particular are functions of the moments of inertia. The theory is given in standard

texts- in Reference 21, for example. If the moments of inertia around the _, 77, and _ axes axe re-

spectively denoted by B', C', and A', then the theory of the moon's figure gives the quantities

L I

K I

3C' -A'

2 M,a,2

3 B' - A'

- 2 M,a,2

- + 0.0003734,

- + 0.000070,
t (2)

where, as in Reference 21, primes refer to the moon. Also,

0

1 A' 1
3 C' -_- -_-B'

2 M,a'2

and

= L' 1 ,
- _-K = + 0.0003384. (3)

The general expression for the moment of inertia I around an axis with direction cosines ;_,/_,

u, referred to the axes of ^', B', and C', respectively, is

I = A'k_ + B'_ = + C'u2 • (4)
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Setting

= cos b cos I ,

/_ = cosbsinl ,

v = sinb ,

where b is the selenographic latitude, and l the selenographic longitude, we have

I = A' cos 2bcos 2 l + B' cos 2bsin 2 l + C' sin 2b . (5)

Following Jeffreys' treatment of a similar problem (Reference 21, p. 133), we look for a linear

expression for I in terms of both the mean value

A' + B' + C'
I0 : 3 , (6)

and the spherical harmonics (in Jeffreys' notation)

and

3 1
po -_ __si._b.T, (7)

p_cos2l = _cos'bcos'2l , (8)

with J' and K' in the coefficients of the spherical harmonics. We find

I = 10 ÷ M'a '2 (4j'p:-_-K'p:cos2l) , (9)

as may be verified by evaluation at the moon's poles (b = +90°_ I = C'), at the center of its visible

face (b = 0, l = 0, I = A'), and at the east and west limbs (b = 0, l = ±90 ° , I = B').

ditions suffice to fix the three coefficients of the linear form.

The mean squared value of (I - Io) over the sphere & is then

ai2 : (I-Io) 2 = -_ (aI)_d_,

where d_ is the surface element of the sphere.

These three con-

(lo)
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In the integration, the surface integral of the cross products of the spherical harmonics vanishes,

since spherical harmonics are orthogonal; hence

1 fl'F.16

fl

The surface integral of any zonal harmonic is

(11)

4_
2n+l ,

and for a tesseral harmonic it is

2_ (n - s)! (n + s)!
2n + 1 (n!)2

where n is the degree of the harmonic, and s is the order (Reference 21).

Substituting these values into Equation 11 and integrating, we find

16 3(_IP- - 4os -_-K ] ,

: 0.000 000 o04 38 . (12)

This estimate was made with only two degrees of freedom; it depends on J' and K'. In effect, we

forced the mean value of Z_A, &B, and &Cto be zero. The expected random variations if we do not

make this requirement, i.e., with three degrees of freedom, are greater by the ratio 3/2; hence, the

standard deviation of I, as judged from J' and K', is given by

3
ci 2 = -_-(0.000 000 004 38) ,

orI : 0.000081.

TO compare this with the theory, we imagine the body of the moon constituted of n lumps of equal

volume v (Reference 20).

given by

where Pl

If the lumps were of equal mass m, the moment of inertia I would be

I : _mp_,
i=|

is the distance of the ith lump from the axis around which the moment is taken.

(13)
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Assume,however,that there is a variation _nin the massof any individualvolume. If the stand-
ard deviationof mis %, thenit canbeshown,by dividingthe mass.intocylindrical shellsof constant
Pi, that the expected standard deviation of I will be given by

i=I

i=1
(14)

where we neglect a factor of n/(n- 1) which arises from the fact that the deviations of m are referred

to the mean.

To evaluate the sum, which we denote by S, we convert it to a triple integral, noting that

v (1_)V ---- -- t
n

where V is the total volume. Then

n n

i=l

-Y- p4dv

v

(16)

over the moon. The triple integral may be obtained from elementary methods by using trigonometric

functions (Peirce's Tables, Integral No. 273); it is found that

Therefore

8 na4 . (17)
S - 35

The moment of inertia I of a homogeneous sphere around an axis is

2 2
I = _-M a 2 - 5 nma2 ;
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therefore

The comparable equation

lO 1
:_ - 7 \. mV" (18)

a : ± A _ , (19)

in Urey's notation (Reference 20) then requires a correction factor of _i-_. We now apply the same

method to the calculation of the x-coordinate of the center of mass, defined as

mlX 1 + m2x 2 + la3X 3 - . .

: : M , (20)

where M is the total mass of the moon. Since the square of the standard deviation of _ is the sum of

the squares of the standard deviations of the terms which make it up,

(:T_2 : + + + • . . ,

or

_ jm2 x/
i= I

(21)

As before we convert the summation to an integral over the volume, setting

x = a cos _ ,

where _ is colatitude, and using the Peirce Tables, Integral Number 273, we obtain

Dividing this equation by Equation 18, we find the ratio

a 2 7.

_ - 50'

12

therefore

(22)

(23)

(24)

7

o" I

I

- 0.374.
(25)
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The actual numerical values are:

cr_ = 1 km I cr_
a

a = 1735

0.00058 ,

Ma 2 - 0.000081

I - 0.40
Ma2 J

0.00020 ,

a

-2.9 .

I

The value of the last ratio is 7.8 times larger than the theoretical one (Equation 25). It indicates

that the gravitational field is smoother than would have been expected on the basis of the displace-

ment of the centers. Whether the difference is significant will be examined below; for the moment,

the important point is that the expected ratio is a pure number, dependent neither on the number of

lumps assumed nor on their dispersion in mass.

Urey, Elsasser, and Rochester (Reference 20) estimate the value of n, the number of separate

lumps, from their equivalent of Equation 18, in which

O" I

I - 0.00020 ;

and they have assumed

_m

- 0.042 .
m

They find n = 29,000. Substituting in our equation, we find 63,000 separate lumps. With either

Urey's or our estimate of the effect of Urey's hypothesis the probability is of the order of 10 -s that

the same set of lumps could give a displacement of the centers which is over seven times the theo-

retical value.

If we calculate n from Equation 23, we get about 1100 lumps, corresponding to a sevenfold larger

value of _y/I. The probability of getting an observed value of _y/I which is 1/7 of the expected one

is about 0.1; it is thus far greater than that of getting a deviation 7 times the expected one. On the
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other hand, there are two determinations of the deviation of the moments of inertia from regularity,

so that the overall probability is about 0.01.

Obviously the most probable situation is that the true number n is between 1100 and 63,000, but

it must be nearer to 1100 than to 63,000. A situation of this kind is conveniently handled by the F-

ratio test. To apply this F-ratio test, the ratio F of the two variances (i.e., the squares of the dis-

persions) is formed; and the probability that these two variances are significantly different is taken

from a triple entry table, whose entries are F, n x (the number of degrees of freedom in the numera-

tor), and n 2 (the number of degrees of freedom in the denominator).

The term "number of degrees of freedom" is a measure of the number of difference measure-

ments which have been made on the quantity whose dispersion is to be determined. The number of

degrees of freedom is one less than the number of measurements made; clearly, if we have only one

measurement of a given quantity to work with, we have no idea of the dispersion; if we have two

measurements, we have only one difference to work with, and so on. Here we are estimating the

quantity

n m 2 ,

in the first place, on the basis of the difference in position between the center of figure and the cen-

ter of gravity. This amounts to two measurements or one difference, and hence one degree of free-
dom. We have

1% 2 ? I_..__l2n m 2 - 10
= 0.000 000 028 .

In the second place, we are estimating the same quantity on the basis of two differences, J' and

K', among three quantities, A', B', and C'; hence we are estimating with two degrees of freedom.
We find

n = 5 = 0.000 001 68 .

The ratio F of the two determinations of _ is therefore 58.0. Considering the F test table, with

one degree of freedom for the greater variance, and two degrees of freedom for the smaller, we

find that the probability of such an occurrence by chance is between 1 and 5 percent.

It is thus clear that the displacement between the center of the moon's figure and its center of

gravity does actually suggest the existence of isostasy.

The differences of the moments of inertia imply stress differences deep in the moon which are

of the same order of magnitude (about 2 × 107 dynes/cm _) as those implied by the nonhydrostatic

components of the earth's gravitational field. These were worked out by Jeffreys (Reference 21) who

started with gravimetric determinations of the harmonics; but his estimates of the general size of
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the harmonics are so close to those found from satellite observations that his conclusions can be ap-

plied without change.

Some minor features of the moon's surface likewise suggest isostatic readjustment. In particu-

lar, many maria are surrounded by evidence of tectonic readjustment along their shores; specifically

1. More or less circular systems of rilles surround Mare Crisium, Mare Imbrium, Mare Sere-

nitatis, and Mare Tranquillitatis;

2. Fault scarps are visible on the shores of Mare Humorum and Mare Nubium, the downthrow

sides being toward the maria;

3. Most of the maria have craters along their shores which dip downward toward them. In the

case of Mare Humorum, two of these craters have actually been sliced in two by a fault; the same is

suspected of the Straight Wall.

The evidence of tectonic instability and, especially, of sinking, means that the maria are more

than just holes blasted by impacts in an essentially homogeneous moon. For in the latter case, hydro

static forces would be pushing the maria upwards to seek the same level as the continents. The fact

that, although lower than the continents, they tend to sink, suggests that they are underlain by heavier

material than are the continents.

A possible alternative reason for sinking might be that the maria are enormous calderas of col-

lapse; if the dark material of the maria has been withdrawn from the interior in any manner, cer-

tainly collapse would be expected over large areas. This cannot, however, be the whole story of the

origin of the maria, since in this case the material withdrawn would be sufficient to fill them up.

Moreover, the liquefaction, or the rendering plastic, of so large a body of rock probably implies a

degree of weakness, in the crust as a whole, which is hard to reconcile with the mechanical strength

necessary to support the difference of level between the continents and maria.

Laccoliths

The second manifestation of granitic rock which ought to produce observable effects on the moon

is the production of laccoliths. Laccoliths are moderate-sized intrusions; on the earth they are usu-

ally found in sedimentary rocks, where a weaker layer permits the magma to spread laterally more

easily than by forcing its way vertically upward. Laccoliths tend to produce surface bulges which

are generally round in plan, with a diameter of the order of 10 km, and gentle external slopes. Ba-

saltic magmas do not ordinarily produce laccoliths because of their low viscosity; instead of accumu

lating around the pipe through which they came, the basaltic magmas usually spread laterally formin

the sills. Thus the presence of laccoliths indicates viscous, and hence silicic, magmas.

On the moon the structures called domes by Spurr (Reference 22) and others correspond in man:

respects to terrestrial laccoliths. They are normally found in the maria, though observational selec

tion may play a part here, since it is hard to detect a gentle gradation in a rough area; their sizes,

up to a diameter of 10 km, are similar to those of terrestrial laccoliths; the slopes are also similar
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About 2/3 of the domes have summit craters, as do certain terrestrial laccoliths described by Daly

(Reference 23).

Many authorities, including Salisbury, Spurr, Kuiper, Shoemaker and Hackman, and Gold, do not

consider the domes to be laccoliths (References 22, 24-27). A principal objection is the requirement

for a layered rock, which on earth usually means a sedimentary rock. If the maria consist of basal-

tic flows, then weak strata are not to be expected. If they are composed, as Gold has suggested (Ref-

erence 27), of dust derived from high ground, then they ought not to contain especially strong layers.

If, however, they consist of ash flows laid down episodically, then strata of varying strength may be

expected because of the welding of the central portions of ash flows. This point will be considered

further in the discussion of ash flows. It may be concluded that lunar evidence is consistent with the

presence of laccoliths, but does not unambiguously indicate that they are present.

Surface flows of acid rocks tend to have irregular upper surfaces because of their higher vis-

cosity (Reference 28). A possible example of a rough surface on a recent flow is west of Coperni-

cus (about 8°E, 4°N). This dark area seems to interrupt some of the rays from Copernicus; it may

therefore be one of the very latest events in the moon's evolution.

Peleean Volcanism

At the surface the principal effects of the extrusion of granitic rock may be classified under the

head of Peleean volcanism, named after Mont Pel_e in Martinique. (The Hawaiian fire goddess Pele

has also had at least one phenomenon, Pele's hair, named after her; this is confusing because the

Hawaiian volcanoes are typical of the basaltic group.) Peleean volcanism (Reference 29) is charac-

terized by at least three phenomena which might be distinguished on the surface of the moon. These

are:

1. The extrusion of lava in the form of ridges, spines, and tholoids (small, steep-sided domes).

These appear to consist of very viscous lavas extruded under pressure, through cracks and holes in

the crust. The most remarkable case is that of a spine extruded to a height of 300 meters from the

crater of Mont Pel6e within a period of a few months.

2. The production of ash: this is divided into:

a. Ash falls, like the famous eruption of A.D. 79 which covered Pompeii.

b. The remarkable --but by no means uncommon-- phenomenon of ash flows.

These effects will be considered in order. Under the extrusion of lava would be included some small

swellings very common on the moon, a kilometer or two in diameter, which may be compared with the

terrestrial spines and tholoids. On the moon, such swellings are common in the area surrounding

Mare Imbrium; Urey considers them rubble thrown out of the crater at the time of its formation by

collision (Reference 19). If they are rubble, however, it is difficult to see why this material failed

to produce the characteristic elongated craters which are found in such numbers associated with

Tycho and Copernicus. In these latter, relatively certain cases, the relief produced is negative; it is
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hard to see why the Imbrian ejecta should produce positive relief, especially when the pieces had

farther to go and hence possessed more energy per gram.

Shaler compared the ridges which are a common feature of the central belt of the moon_ south of

Mare Imbrium, with the ridges formed on the earth by the extrusion of viscous (he mentioned tra-

chytic) lavas (Reference 30). These structures are most clearly seen on the moon near Boscovich

and Julius Caesar, and in the Haemus mountains. They run parallel to a system of narrow valleys

found in the same areas, which diverge from the center of Mare Imbrium. These features have been

attributed, by Gilbert (Reference 31) and Urey (Reference 19), to scoring by masses fired from Mare

Imbrium. Once again the parallel with large craters is missing. The long groove-like valleys are

entirely unlike the short elliptical craters, for example, those associated with Copernicus.

The central peaks of certain craters constitute a special group of hills associated with the afore-

mentioned ridges. These peaks were regarded as extrusions by Shaler (Reference 30) and Kuiper

(Reference 25). This view does not necessarily conflict with impact theories of the origin of the

craters; on the earth such tholoids are common along cracks of an entirely independent origin (Ref-

erence 29). It is interesting to note that the central peak of Alphonsus, like several other peaks,

is aligned toward the center of Mare Imbrtum, although it is mechanically impossible that it could

have been shaped by fragments from the Imbrian center. The tectonic significance of the direction

toward the center of Mare Imbrtum is further emphasized by the Straight Wall, which is a clearly

defined fault not far from Alphonsus. It is, in fact, clear that such ridges are manifestations of one

of the lunar tectonic grids on which Fielder has laid emphasis (Reference 32). This grid is clearly

related to Mare Imbrium in a subtler way than by mechanical scoring.

With reference to the ejection of volcanic ash, there is a little evidence for ash falls on the moon.

A few craters, notably several inside Alphonsus, are surrounded by darkened areas which may rep-

resent ash falls. One small crater, approximately 2 diameters of the crater Mairan east of it, ap-

pears to be a typical ash cone, with slopes of about 38 degrees (E. A. Whitaker, verbal communication

Terrestrial ash flows (which are quite different from ashfaUs) consist of avalanches of volcanic

ash which are fluidized by contained gases (Reference 33). Several features of an ash flow are of

especial importance:

1. The total emplacement, which may be comprised of one or more individual ash flows, is very

extensive, so that on the earth the area covered by ash flows may be fully as great as that covered by

basaltic flows.* Individual units cover tens of thousands of square miles (Reference 34);

2. The surface is level and remarkably smooth (Reference 35);

3. The edges, unlike the edges of basaltic flows, feather out against the surrounding topography;

4. The top surface is composed of loose ash (Reference 35);

*It is only rather recently that geologists in general have recognized the extent and importance on earth of ash flows that produce welded

tuffs (ignimbrite). According to Ross and Smith (Reference 33),_Many ash flow turfs have not been mapped as such in the past because

they were not recognized and many areas previously mapped as lava flows are now known to be ash flow turfs. Other areas will doubtless

be found after more detailed laboratory study and areal mapping. _
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5. The ash bed is welded into a solid obsidian in the middle, where the heat has stayed longest

in the ash-- not at the bottom where it escapes into the ground, nor at the top where it escapes into

the air. The welding is such that it converts loose ash into a rock of unusual strength and toughness;

6. The collapse of the porous structure is greatest where the ash is deepest. Hence the surface

of an ash flow tends to show the same features as the underlying original surface, although much

diminished in height and depth (Reference 28);

7. The chemical behavior of the interior depends in part on the gases which pass up through it;

hence the chemistry at any point depends on the depth (verbal communication from Michael Bicker-

man, student at Arizona State University).

These features strengthen the suggestion tentatively put forward by Shoemaker and Hackman

(Reference 26) that the maria might possibly be regarded as ash flows (ignimbrite). This idea is

very close to Gold's hypothesis that the maria are fluidized dust (Reference 27). In support of his

idea, Gold pointed out radar evidence that the surface is quite level on the scale of the radar wave-

length, i.e., around 10 cm. This evidence has been further supported by the studies of Senior and

Siegel on the significance of polarization in radar returns (Reference 36). It disagrees entirely with

the expected surface of a basaltic flow, which is likely to be blocky on a scale of a meter or so.

Where comparatively smooth surfaces are found on lava flows, they are the result of aqueous erosion

which has either removed the blocky crust or filled the cracks with silt.

Gold further pointed out the significance of the absence of scarps at the edges of the maria, and

of the thermal indications of a loosely compacted surface.

On the other hand, the welding of the ash flows in horizontal strata is not predicted by Gold's

mechanism of dust fluidization; and an effect such as this is necessary if we are to understand the

domes as laccoliths. The alternation of loose ash and welded tuff which would be expected from the

ash flow hypothesis does provide the necessary stratification; but if the dust moves continuously into

the maria, then it is hard to see why there should be the pronounced stratification which is required.

The tendency of ash flows to reproduce the underlying topography on their surfaces recalls the

phenomenon of ghost craters. On certain maria, it is possible to trace the outlines of craters that

apparently are mostly below the surface. Sometimes a crater can be traced from the mare border

inward, so that we can be sure that what we see on the mare is really the outline of a crater. The

crater is revealed both by its effect on the surface elevations and by its effect on the coloration of the

surface. The latter is apparently due to the effect pointed out by Bickerman--the dependence of the

chemical state of the tuff on its depth.

Since ash flows are supported by gas, it is necessary to ask whether such eruptions could travel

very far in the near-vacuum at the moon's surface. It might seem at first that the flow would col-

lapse rapidly because of the escape of gas into space. This possibility is strongly implied by McTag-

gart (Reference 37), who suggested that the mobility of ash flows is due primarily to air entrapped by

the advancing front. If McTaggart is correct, we cannot appeal to ash flows as a means of covering

large areas of the moon's surface; we shall therefore discuss his treatment in some detail.
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McTaggart's analysis considers a large block supported by gases flowing from beneath; it is

based on Torricelli's formula for the laminar flow of an inviscid fluid through an orifice. The iner-

tial terms in the flow equations are taken into account. This analysis is believed to rest on a mis-

apprehension of the problem. The fundamental differential equation for flow in the × direction, at the

velocity u, is

8p _ du
p _ + pX + _2u, (26)0x

where p is the pressure, p the density, du/dt the time rate of change of velocity (since we are follow=

ing the flow, i.e., for a chosen element moving with the fluid), x the body force in the x direction per

unit mass, and _ the viscosity. McTaggart has neglected the second and third terms on the right=hand

side, and has, by his use of Torricelli's equation, in effect equated the left=hand side to the first term

on the right. Physically, this means that he assumed the particles are suspended by the inertial re=

action of the gases as they speed up in passing through the passages around the particles. McTaggart

correctly shows that this force is entirely inadequate to support the materials.

If, however, the materials are finely divided, then a different and more effective mechanism

comes into play, namely the viscous resistance of the air. Since the passages between the particles

are narrow and the layer next to the particles is at rest with respect to them, there are steep veloc-

ity gradients and the viscosity effects are large. Numerical estimates show that in this case it is

correct to regard the first two terms on the right-hand side of this equation as negligible, by compar-

ison with the third, and write

0p
- g2u • (27)

ax

From this equation, Lamb derived the Poiseuille law for the flux ¢ through a capillary tube (Refer-

ence 38, p. 585, Equation 4):

7ra4 ZXp__
¢ - 8/_ L , (28)

where a is the radius and L the length. If we consider instead the average velocity u 0, so that

= _a2u 0 . (29)

then

32Fzu 0 L
_, - (30)

Dr2 '

where D t is the tube diameter. It is in this form that Leva quotes the Poiseuille equation (Refer-

ence 39, p. 44).
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The weight of the column of material which the pressure must support is

L(p, - p,)(1 - E)g = Ap , (31)

where g is the acceleration due to gravity. Here the quantity (p, - pf) represents the density of the

solid particles minus the buoyancy effect (negligible for gases); and E represents the fraction of a

given volume of the aggregate which is occupied by voids, 80 that p, ( 1 - E ) is the average density of

the aggregate. Equating the two expressions for _p and replacing pfu o by the rate of flow G in grams

per second per cm 2, we have

1 - E Dt2Pf(P, - Pf)g

G : T _' (32)

In practice we can only hope to find a law of the above form. We are not given the tube diameter

D t , but only the related particle diameter Dp. The passages are crooked, and thus the length L in

Equation 30 is not really the same as in Equation 28. The effect of particle roughness will be felt

both directly and through its effect on the voidage _.

Leva has demonstrated the remarkable and fortunate fact that over a wide range of densities, flow

rates, particle sizes, and fluid viscosities of both gases and liquids, the minimum flow G f required

to fluidize an aggregate is

Dp2 pf(p. - pf)g
G f : C p , (33)

where C is not quite constant, but a slowly varying function of the Reynolds number R:

where

C cc R -0.063 ,

(_
p

R - _ (34)

as usual. The resulting empirical equation in cgs units, ff we neglect buoyancy, is

Opl"s2 (p_p,g) 0-94
Gm_ : 1.09 x 10-_ po.ss (35)

We will now apply this equation to two cases, a terrestrial and a lunar case. The results are

summarized in Table 1. The assumed bed thickness is 100 meters, in agreement with typical ter-

restrial ash flows. The temperature of 850°C is that determined by Boyd (Reference 28). The per-

centage of water in the rock (0.1 percent) is near the minimum for terrestrial granites. Most gran-

ites have values nearer 1 percent; tektites, however, probably owing to the heating to which they have
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Table 1

Values of Parameters for Application of Equatior/35.

Parameter Terrestrial Case Lunar Case

Bed thickness

Temperature

Percentage water in rock

Particle diameter

Gravity

Gas (steam) density

100 m

850°C

O.1 percent

0.01 cm

980 gal

1.7 × 10 -2 gm/cm 3

100 m

850°C

0,1 percent

0.01 cm

162 gal

2.5 × 10 -s gm/cm s

Viscosity

Solid density

Minimum gas flow

Duration of flow

Extent of flow

4.2 × 10 -4 po

2.5 gm/cm s

7.6 × 10 -s gm/cm2-sec

0.8 hr

80 km

4.2 × 10 -4 po

2.5 gm/cm s

2.3 × 10 -4 gm/cm2-sec

27 hr

2700 km

been subjected, often have as little as 0.002 percent, though Friedman (Reference 15) has measured

values as high as 0.014 percent in philippinites.

The particle diameter is toward the lower end of the size distribution observed. The reason

is that the size of the passages between the particles is controlled, not by the large particles, but by

the small ones. The pressure, not listed in Table 1, is calculated for the midpoint of the bed from

Equation 31, by assuming 1 atmosphere pressure at the surface in the terrestrial case, and 0 atmos-

phere in the lunar case. From the pressure and temperature, the density and viscosity are found

with the usual tables. The solid density corresponds to an acid rock.

The minimum gas flow required for fluidization can be calculated from Leva's equation. The

duration of flow is estimated by comparing the rate of flow for minimum fluidization with the avail-

able amount of water. The extent of flow is calculated on the assumption that it moves at the rate

observed on earth, about 100 km/hr.

The greater duration and extent of the lunar flows are the result of the lower gravity, which acts

in two ways: (1) Directly, by reducing the weight of the layers to be supported; (2) Indirectly, by re-

ducing the pressure at every depth, and hence the density, and thus the mass of fluid required. (The

supporting power of a gas flow depends on its volume and its viscosity; since the viscosity is inde-

pendent of the density, a flow of low density gives the same support as one of high density and is

more economical in regard to material.) The combination of these two effects produces a factor of

about 32 in favor of the greater duration and extent of lunar ash flows.

The absence of an atmosphere on the moon is almost irrelevant, since all the equations for the

support of the layer involve only a pressure difference. However, in calculating density at a given

temperature, the absolute value of the pressure must be used; and here it is clear that the lunar

flows will require less gas than terrestrial flows, since they will have lower pressures and densities
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near the surface. Surprisingly, lunar conditions are actually more favorable to deposition of exten-

sive tufts from ash flows than are terrestrial conditions.

CONCLUSION

It appears that it is quite possible to furnish explanations of the observed lunar land forms on the

assumption that the moon's surface has a high proportion of granitic rocks. The explanations are not

always the accepted ones; but they are well within the boundaries of physical plausibility. They do not

appear to conflict with Dollfus' polarization observations of the moon, or with his conclusions as to

the volcanic nature of the lunar surface (Reference 40).
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OBSERVATIONALASTROPHYSICSFROM

ROCKETS;STELLARSPECTRA

by

Theodore P. Stecher and James E. Milligan

Goddard Space Flight Center

SUMMARY

Instrumentation was flown in an Aerobee rocket to obtain stellar

spectra in the ultraviolet and it encountered a bright ultraviolet aurora
with no visible counterpart. The radiation, which occurred in the 1300-
1800A region, had a strong north-south asymmetry but was geometri-
cally quiescent. Although this background radiation limited the number
of stellar spectra to a fraction of what had been expected, satisfactory
spectra were obtained between 1800A and 4000A for 10 stars. The

spectral types ranged from FoIa to 0sf and WC 7. Satisfactory agree-
ment between theoretical model atmospheres and the observations was

obtained _ly for the FoIa star. For the hotter stars, a fundamental
disagreement occurs at wavelengths below 2400A, resulting in a dis-
crepancy of a factor of 10 or more at 2000A. It appears that the source
of this disagreement is in the atmosphere of the star, and the authors
suggest that it is due to quasi-molecular and molecular absorption by
various combinations of hydrogen and helium atoms and ions. The re-
duced stellar fluxes considerably change the ultraviolet interstellar
radiation field.

The earth's atmosphere is completely opaque to optical radiation that has a wavelength shorter

than 3000A. For many problems in astrophysics, observations at shorter wavelengths are necessary

in order to make theoretical progress. This is brought out by the fact the maximum in the Planck

curve for a blackbody at 10,000°K occurs below the atmospheric cutoff. Since most of the naked-eye

stars have an effective temperature greater than this, it has been impossible to adequately check the

theoretically predicted structure of their atmospheres from the ground. The resonance lines of

most of the more abundant elements occur at these short wavelengths. Similarly, the electronic

transitions of most molecules of astrophysical interest also are in the ultraviolet which is unobserv-

able from the ground. Because of the importance of these problems to physics and astrophysics, our

first efforts in the use of space vehicles for astronomical purposes have been made in the ultraviolet.

The effort being made in this direction ranges from the use of simple photometers in unguided sound-

ing rockets to the implementing of a 36-inch spectrophotometric telescope in an orbiting spacecraft.

This paper describes our first attempt to obtain ultraviolet stellar spectra and discusses the results.
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OnNovember 22, 1960, at 0842 UT we launched an Aerobee rocket containing four objective grat-

ing stellar spectrophotometers from the Wallops Island, Virginia, launch site_ The detailed descrip-

tion of the experiment will be found in Reference 1. For the sake of completeness, a brief descrip-

tion will be given here.

The design of the experiment was an extension of the method used by Kupperian, Boggess, and

Milligan (Reference 2) in an Aerobee rocket to obtain nebular isophotes in the ultraviolet; i.e., the

instrumentation looks out the side of the rocket and scans the sky as the rocket spins and precesses

during free fall. The determination of the rocket's aspect then enables us to identify the objects

viewed. The extension of the technique was to let the spin of the rocket accomplish the spectral scan

as well as the scan for objects of interest; this is simply done by using an objective dispersive sys-

tem- motion of the instrument will cause the displacement of the spectral image. If this displace-

ment is across a slit, spectral scanning occurs. In this experiment two gratings were used in a

mosaic as the dispersive element.

The spin rate of the rocket was preselected to give a scan rate of 5000 angstroms per second.

The frequency response of the associated electronics was chosen to match this scan rate. The spec-

tral resolution was 50A on one pair of spectrophotometers and 100A on the other. The short wave-

length cutoff was at 1300A for one and 1700A for the other in each pair. The wavelengths in the stel-

lar spectra were determined from the zero-order image and the spin rate. Ideal dynamic behavior

was attained by the rocket.

Figure 1 is a portion of a compressed FM-FM telemetry record showing the scanning through

two rotations of the rocket. It shows the northern horizon, stars, the southern airglow horizon, and

the earth including some cities. Of particular interest to the geophysicist is the asymmetry between

the northern and southern horizons. The higher intensity in the north extended to an angular distance

of 60 degrees above the rocket horizon. The two shorter wavelength spectrophotometers were satu-

rated throughout the flight although they had lower sensitivity than the longer wavelength ones. We

interpret this high surface brightness as being an ultraviolet aurora associated with the November,

1960, solar event. This phenomenon was completely unexpected on the basis of previous experience.

n-

I I I I I

NORTH ZENITH SOUTH NADIR NORTH

Figure i--Compressed FM-FM telemetry record showing the scan of a spech-ophotometer as the rocket
spins. The difference between the northern and southern horizon is to be noted. Star signals also appear
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The sensitivity of each instrument with respect to the others was known, and therefore a mini-

mum surface brightness can be given. For the short wavelength spectrometers looking straight up

at the peak of the flight (180 km) the minimum surface brightness was more than a factor of 10

brighter than that of night Lyman-_.

The minimum value of the sky brightness observed by the long wavelength instruments was

10 -3 erg/cm2-sec-ster if it is assumed that the radiation occurs at 2500A where the instruments

have maximum sensitivity. While an objective dispersive instrument does not give spectra for ex-

tended objects, the wavelength interval may be guessed from the known behavior of the instruments.

It appears that the UV radiation was confined to the region below 1800A. If this is the case, the ac-

tual specific intensity was closer to 10 -2 erg/cm 2-sec-ster for the long wavelength instruments and

more than 10 -1 erg/cm2-sec-ster looking straight up at 180 km.

It appears as if the rocket flew into and never got out of an atmospheric emission which has not

been previously reported. The Lyman-Berge-Hopfield bands of N 2 and the Schumann-Runge bands of

02 both appear in the 1300-1800A region of the spectrum along with the electronic transitions of sev-

erai other molecules. Observations of the ultraviolet airglow and aurora with instruments designed

specifically for this purpose will be necessary to decide the issue.

It should be pointed out that the geometrically quiescent behavior of this ultraviolet aurora, along

with simultaneous occurrence of a magnetic bay and a disturbed ionosphere, presents an interesting

problem in respect to the energy source.

Good stellar spectra were obtained for seven stars at 50A resolution between 1600 and 4000A.

For eight other stars,usable spectra were obtained over part of the range of interest. The relative

energy distribution was good to 10 or 20 percent and the absolute energy to 30 percent.

The spectrum of each star was compared with a theoretical model atmosphere computed to rep-

resent the same spectral class. One star, a Carinae, FoIa, the lowest temperature star observed,

was in very good agreement with the appropriate model atmosphere. For the rest from AoV to 0sf

and Wc7, a deficiency in flux started at 2400A; this discrepancy increased to more than a factor of 10

at 1800A. A sample spectrum is shown in Figure 2, with a theoretical model atmosphere computed

by Underhill (Reference 3).

Arguments may be given to show that this is an intrinsic property of the stellar atmosphere

(Reference 1) and not due to absorption between the instrument and the star. This presents the prob-

lem of the source of opacity in stars.

A theoretical model stellar atmosphere is calculated from a temperature distribution through

the atmosphere obtained by solving the radiative transfer problem under conditions of local thermo-

dynamic equilibrium and then numerically solving the equation of hydrostatic equilibrium. It is tested

by requiring the flux to remain constant at each point in the atmosphere.

Since the structure of the atmosphere is dependent upon the opacity as a function of depth, a de-

tailed knowledge of the chemical composition and the absorption coefficient for each atom and ion is

necessary. It is at this point that the compromise is usually made. For the early type stars it
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is generally assumed that absorption is

due to hydrogen and helium, since these

are by far the most abundant constituents.

Electron scattering is also taken into ac-

count. The atomic absorption by heavier

elements is generally considered unim-

portant. A number of B star models have

been computed for a pure hydrogen at-

mosphere since helium only contributes

10 percent of the opacity in this tempera-

ture range. The frequency dependence of

the hydrogen continuous absorption coef-

ficient is such that the gas becomes quite

transparent on the low frequency side of

a series limit. This results in a large

increase in flux over that of a blackbody

on the low frequency side of the Lyman

limit. It is in this region that we now

have observations which disagree with the

models.

The problem of the observed absorption is complicated by the wide range of temperature over

which it is present. The form of the absorption is suggestive of molecules. While certain molecules

are important in cool stars, in the hot stars these same molecules would be dissociated and the con-

stituent atoms ionized. It would appear that only hydrogen and helium are abundant enough for con-

sideration as constituents of a molecule. A number of molecules and quasi-molecules may be formed

out of various combinations of hydrogen and helium atoms and ions. The quasi-molecule of H 2 will

absorb in this region while H 2 itself will not (Reference 4). Since it has a much larger binding en-

ergy (Reference 5), Hs + should be considered for those stars where H_ + and H- are important. Hell +

has a stable ground state (Reference 6). It could be important in either its quasi or molecular form,

but at this time its optical transitions are unknown.

The exact wave functions for Hell ++ have been computed for a number of states (Reference 7).

Oscillator strengths have also been computed and are high (Reference 8). The 2p_ state is a partially

attractive one with a rate coefficient for formation that is very high and almost independent of tem-

perature (Reference 9); absorptions from it fall in the proper region of the spectrum to be of interest.

The basic difficulty with a molecular source of opacity in a stellar atmosphere is that the num-

ber of molecules per unit volume is proportional to the product of the number densities of the com-

ponent constituents. The emergent flux for an atmosphere in local thermodynamical equilibrium is

given by

Fv(T=0) = 2 Sv(_v) E2(_'v) d_-v , (1)
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where Sv(_-) is the source function, E2 is the exponential-integral function, and the optical depth r at

frequency _ is obtained from the mass absorption coefficient % by

d_v : -Kvpdx • (2)

From this it is immediately obvious that the frequency dependence of the absorption coefficient will

cause the emergent flux for different frequencies to originate from physically separate layers.

The boundary conditions require that the temperature increase with physical depth. This re-

quires a high optical depth near the physical boundary of the star in order to obtain agreement with

the observations which require s _ to be small and the density to be low. Thus high absorption at

low density and temperature is necessary.

Model stellar atmospheres are further complicated at this point by several other difficulties. It

has been shown that the luminosity for a star in radiative equilibrium is completely determined by

the mass (Reference 10). Under the assumption that the masses for B stars are well known, we are

unable from the observations to account for half of the star's luminosity. One possible solution to

this would be in the reradlation of a molecular absorber. For instance, Hell ++ can absorb radiation

in the 2p_ state by the 2p_ - 3d_transition and reradiate by the 3d_ - ls_ transition, giving a con-

tinuum below 304A. Such a mechanism would have interesting consequences on the ionization of the

interstellar medium. Another mechanism to account for the needed flux is through particle radiation

(Reference 11) which can also explain (Reference 12) the nebular radiation observed at 1300A (Refer-

ence 2).

The observed high opacity will steepen the temperature gradient, probably to the point where it

will exceed the adiabatic gradient and convective energy transport will result. Convection must be

present to provide energy for the magnetic fieldnecessary for corpuscular radiation ifitis to be in-

voked as the energy loss mechanism. Convection would also be expected to produce a large high-

temperature corona. Itmay be mentioned that the hydrodynamic problem for this type of convective

equilibrium is yet to be solved by the theoretician. The computation of model stellar atmospheres

appears to be a very difficultproblem.

An important consequence of the observation is the necessary revision of the interstellar radia-

tion field. Dunlmm (Reference 13) made the classical calculationof the interstellar radiation field

by assuming that each star radiated as a blackbody. Lambrecht and Zimmerman (Reference 14)

have recalculated the fieldusing model atmospheres and comprehensive counts of the number of

stars in each spectral class at each magnitude. The large discrepancy in flux observed in the ultra-

violet makes a considerable difference in these and other calculated radiation fields.

StrSmgren (Reference 15) has written the classic paper on the ionic concentration of the ele-

ments in the interstellarmedium. The state of ionizationof those atoms and ions whose ionization

potential is more than 5 ev is determined by the flux in the radiation field,which must be changed.

The recalculation of abundance ratios,temperature, and densities, now in progress, may consider-

ably change the detailed picture of the interstellarmedium.
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THE UTILIZATIONOF IONOSPHERE
BEACONSATELLITES

by
G. W. Swenson, Jr.

University of Hl_s

SUMMARY

This paper discusses the application of beacon transmitters in
earth satellfles to ionospheric research, and the need for world-wide
cooperation in beacon satellite observation. The theories of Faraday

rotation and Doppler methods of determining atmospheric electron
content are reviewed briefly and the working formulas are listed. De-
sirable characteristics of beacon satellfles are outlined. Methods of

observation and equipment are discussed in some detail, as are the
minimum standards for the production of high-quality data. An exten-
sive bibliography is also presented.

INTRODUCTION

With the launching of the first artificial satellite Sputnik I ( 1957 a), an opportunity was presented

to the scientific community to investigate the ionosphere by observing the changes in character of a

radio signal, produced by its passage through this regiorL The early Russian satellites transmitted

signals at frequencies of approximately 20 and 40 Mc, low enough to be influenced substantially by

existing electron densities and magnetic fields in the ionosphere. Sputnik HI (1958 52) was particularly

useful for ionospheric studies because its rather eccentric orbit carried it, at times, well above the

most heavily ionized regions, and because it transmitted for well over a year.

Three United States satellites have transmitted radio signals in the vicinity of 20 Me: Ex-

plorer VII(1957 tl)9 and Discoverers XXXH(1961 aT1) and XXXVI (1961 aK1). The former, unfortu-

nately, had an elliptically polarized antenna and was spin stabilized. Therefore it was of limited use-

fulness for ionospheric research. The latter two were specifically designed to study scintillation, had

short lifetimes, and orbited at rather low heights. Therefore they too had limited utility.

With the exception of the two Discoverers mentioned above (the Nora-Alice experiment), no satel-

lites specifically designed for ionosphere research by means of their radio transmissions have been

available. Two efforts by the National Aeronautics and Space Administration to launch "ionosphere

beacon" satellites were unsuccessful.
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A new NASA prbgram is being implemented which aims at providing such a satellite with charac-

teristics optimized for investigations of the ionosphere-beacon variety. It is the purpose of this paper

to encourage wide utilization of this beacon satellite for ionospheric research and to suggest some

ways in which this can be done.

At present a number of satellite tracking stations are actively engaged in ionospheric research by

means of satellite beacon transmitters. The stations known to have been active at some time since

1957 are shown on the map in Figure 1. This map is undoubtedly incomplete, but it is quite apparent

that the geographic coverage is grossly nonuniform. Of the stations charted, few have reported the re-

sults of long series of observations and many apparently have been operated only on an ad hoc basis.

This method of ionospheric research is relatively simple and inexpensive, and it seems highly de-

sirable that a more widespread geographic coverage be obtained and that observations be made by

more-or-less standard techniques over long periods of time.

This report is intended as a type of handbook for persons contemplating field programs. It is

hoped that it will help promote participation on a widespread geographical basis. To this end, attention

will be concentrated upon the simplest feasible methods and equipment, with particular emphasis upon

operation at remote sites. The basic requirements are an antenna, a receiver, a recorder, and a tim-

ing system. These requirements are essentially the same whether one considers a station operated at

a laboratory with elaborate equipment and highly-trained personnel or at a remote field site having

only absolutely necessary facilities. Principal requirements for this sort of operation are a high de-

gree of reliability, adequate technical performance, and the nearest practicable approach to automatic

operation. Only if these criteria are met can records of good quality be obtained over long periods by

relatively inexperienced personnel. It is also important to a synoptic program that data taken at dif-

ferent locations and times have comparable characteristics. Therefore, standards for data collection

will be discussed in a later section of this report.

SCIENTIFIC OBJECTIVES OF THE BEACON TRANSMITTER PROGRAM

An orbiting beacon provides the means for a synoptic study of the ionosphere as it varies in time

and space. One of the principal features of this research technique is the simplicity of the equipment

and of the methods of data reduction. Another is the ease with which observations can be made over

a very long period.

The collected data can be used to determine the columnar electron content (or integrated electron

density) and the distribution of irregularities in the ionosphere. Although the columnar electron con-

tent is not generally regarded as a parameter directly applicable to engineering problems, it is useful

in interpreting other data, such as ionograms; it serves as a check on determinations of the electron i

density profile; and it is readily correlated with other geophysical phenomena such as magnetic activ- !

ity. The general method of determining columnar electron content has been demonstrated by several I
4

investigators and may be regarded as well established. It is therefore appropriate to undertake a long t

term program of determining temporal changes in the columnar electron content.
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A beacon satellite provides a unique means for studying small scale irregularities in the iono-

sphere. Heretofore, radio stars have provided such a means, but they are of limited utility in deter-

mining the latitude distribution of scintillation and do not possess the advantages of single-frequency

phase-coherent signals. At the time of this writing, the state of understanding of even the "morphol-

ogy" of scintillation is sketchy and unsatisfactory, and virtually no progress has been made toward

the reconciliation of theory with observations.

Several authors have published the results from past determinations of the integrated electron

content obtained by the use of satellite signals (References 1-13). Thus, the techniques of observation

and analysis have been tested, and a number of them have been found suitable for operational use.

One of the most striking features of the published data is the range of variation in the electron con-

tent. Typical diurnal variations over a range of four or five to one occur between midday and mid-

night. A marked seasonal variation is also apparent, and geomagnetic disturbances appear to be ac-

companied by very substantial changes in electron content.

These effects should be studied in more detail. Sufficient data should be collected to permit the

comparison of results during different parts of the sunspot cycle. Many more data are needed, from

a wide geographical distribution of receiving stations, to give a better understanding of the latitude

and longitude dependence of electron content.

The distortion of radio signals from satellites by random irregularities has been widely studied,

but the result has been only a rather meager understanding of the phenomenon (References 14-27). It

is known that scintillation varies strongly with local time and with latitude (probably being associated

with geomagnetic latitude) and that it is somehow associated with other geophysical phenomena such

as magnetic activity and spread F. In north temperate regions, scintillation caused by irregularities

in the F region apparently occurs mostly at night and north of geomagnetic latitude 50 ° north. This

latitude distribution is still uncertain and needs further study, particularly between about 120 ° west

and 50 ° east. In the Southern Hemisphere, the corresponding northern boundary has been observed

only recently and needs further study. If, as seems logical, F region scintillation is associated with

the auroral zones, it may be expected that activity is somewhat less ir_ the vicinities of the magnetic

poles. Observations of high frequency signals from polar regions are as yet too few to permit reso-

lution of this question.

Some efforts have been made to determine the altitudes at which irregularities responsible for

scintillation occur. While results to date suggest heights in the vicinity of 300 km, it is not known how

these heights vary with time or geographic position.

Scintillation is sometimes noted on the equatorial side of the temperate zone boundaries, usually

in the daytime. This phenomenon has been little studied and is not well understood. Also, it is known

that scintillation is prevalent in equatorial regions, but there have been no reports of systematic

studies.

Scintillation appears to be much less prevalent and of much lower intensity at present than it was

in 1958-59, but insufficient data are now being collected to permit accurate evaluation of the relation-

ship between scintillation and the sunspot cycle. Clearly, it is highly desirable that a long-term effort
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be instituted to gather scintillationdata, involving many observing stations with a wide geographi-

cal distribution.

Irregularities in electron density of the order of hundreds of kilometers in extent have been re-

ported by various researchers (References 9 and 11). Satellitesin low orbits are very useful for

studying such phenomena, since they cover large regions in short periods of time.

Many reports of unusual radio propagation phenomena observed by means of satelliteshave been

published (References 18 and 28-35). Most of these observations were from low satelliteswhich were

within the F region; however, itis of scientificinterest to determine whether the antipodal propaga-

tion effect,for example, also occurs for satellitesin higher orbits.

DESIRABLE CHARACTERISTICS OF A BEACON TRANSMITTER

To give the widest geographical coverage and permit studies of the polar ionospheres, the satel-

lite orbit should be inclined approximately 90 degrees from the earth's equatorial plane. In order to

minimize certain difficulties in data analysis and to keep the satellite well above the regions produc-

ing scintillation and above most of the electrons in the ionosphere, the height should be at least

1000 kin. A circular orbit also simplifies analysis. An orbit meeting these criteria will be relatively

free from atmosphere drag, permitting accurate prediction of observation times and simplifying the

computation of accurate post-factum ephemerides.

In the past considerable difficuRy has been experienced as a result of spinning or tumbling of sat-

ellites. It is desirable either that the antennas have electromagnetic symmetry about the spin axis or

that the satellite be stabilized in such a way that the antenna aspect presented to a ground observer

changes only very slowly, say at one revolution in several minutes, or less.

For reasons that will be apparent later, it is very useful to have several transmitting frequencies

and it is important that they be locked together in phase. Obviously, enough power should be radiated

to permit reception with good signal-to-noise ratios by simple equipment on the ground. For the or-

bits under consideration, a few hundred milliwatts is sufficient for high frequency radiation whereas

50 mw or more is needed in the VHF band.

The emissions should be purely continuous-wave innature, with no modulation which would con-

fuse a phase-locked receiver. A sequence of frequencies which has been chosen as appropriate for

such an experiment is 20.005, 40.010, 41.010, and 360.080 Mc, all harmonics of 1.00025 Mc. R is ex-

pected that future ionosphere beacon satellitesof the U.S. will utilizethese frequencies.

Beacon experiments have been performed often enough so that in the future they should be con-

sidered "monitor" rather than "definitive"experiments. Thus, the satelliteshould transmit for the

longest possible period. Ifthe desired orbital characteristics are attained,the satellitewill have an

orbital lifetime of many years; and through use of solar power supplies itis also feasible to plan for

a comparable transmitter lifetime. To guard against the nuisance of a transmitting satellitewhose

usefulness has ceased, a reliable means of turning off the transmitter must be provided; but itshould
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also be possible to turn it on again if the occasion demands. It is desirable that the actual experi-

ment be conducted during at least half of a sunspot cycle, and preferably longer.

THE FARADAYROTATIONMETHODOF MEASURING
INTEGRATEDELECTRONDENSITY

Basis of the Measurements

In traversing a magnetoionic medium a plane wave undergoes a rotation of its plane of polariza-

tion, the total angle of rotation depending approximately on the average magnetic field component in

the direction of propagation and on the total number of electrons in a column one square meter in

cross section and equal in length to the length of the propagation path. As a satellite moves continu-

ously with respect to the magnetic field, there occurs a time-variation of the total angle of rotation

that the electric vector experiences along the propagation path. The result is a continuous rotation of

the electric vector at the receiving point. The magnetic field of the earth is known to the desired ac-

curacy; therefore, the total angle of rotation along the transmission path determines, approximately,

the columnar electron content along the path. In practice it generally is not possible to measure the

total angle of rotation; instead, the rate of rotation and the number of complete rotations between two

points on the orbit are determined. Methods have been developed to determine the total electron con-

tent from these data.

The principal advantage of the Faraday rotation method of determining electron content is its sim-

plicity, both in data collection and in analysis. Other methods may yield more detailed and accurate

data, but at the cost of far greater effort and expense. The Faraday rotation method seems well suited

for long-term monitoring experiments.

"Single Frequency" Methods

Measurement of the rate of change of polarization angle at a given instant yields an approximate

determination of the electron content. Theoretically, a determination can be made for a given instant

of time (that is, for a given ray path). In practice it is necessary to measure the number of revolu-

tions of the electric vector in a finite time in order to determine the rate accurately enough. This

rate of rotation method probably constitutes the simplest means of obtaining an approximation of the

electron content of the ionosphere.

The basic equation, as derived by Bowhill (Reference 36), is

f zf2 f2N dh - K1 _ v (1)

where

f Ndh = number of electrons in a column 1 meter square extending from the satellite to the

receiver;
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z = altitude of the satellite (m);

f = radio frequency (cps);

Hx = component of the earth's magnetic field in the direction of v (amp/m);

vffi = horizontal component of the satellite velocity with respect to the observer (m/sec);

= rate of 'change of the Faraday rotation angle (rad/sec).

This formula was derived under the assumptions of a horizontally moving satellite, a plane earth, and

a horizontally stratified ionosphere. Garriott (Reference 7) has discussed the errors involved in neg-

lecting the vertical component of velocity and has developed a method of correction. In addition, it is

assumed that the frequency is high compared with the maximum critical frequency of the ionosphere,

and that the ray path is a straight line. All these assumptions lead us to expect limited accuracy from

the method, and most observers have preferred to resort to more accurate formulas requiring more

elaborate observational techniques. However, the regular and sporadic variations in electron den-

sities observed with the more accurate methods are large compared with the errors expected to arise

from the aforementioned assumptions. In fact, detailed comparison of data (Reference 8) reduced by

Equation 1 with data reduced by more accurate methods (Reference 12) shows that the major features

are the same. Thus Equation 1, whose application does not require the use of an electronic computer,

is useful for the quick evaluation of large amounts of data.

The total angle of Faraday rotation is given approximately (Reference 37) by

_ 7_- _ Ndh, (2)

where

is the total angle of rotation of the electric vector in traversing the ionosphere,

H is the magnetic field (amp/m),

is the angle between H and the ray,

i is the vertical angle of the ray, and

is a suitable average value of H cos _ sec i .

Unfortunately, under typical conditions _ amounts to many complete revolutions so that the integral in

Equation 2 can be determined only ambiguously. However, if the ionosphere is assumed to have no

horizontal gradients and if the satellite is above most of the electrons in the ionosphere, thenfN dh

will be the same for any path. Consider the satellite to move from point 1 to point 2. The difference

I_1 -_2 is the differential rotation of the electric vector seen by the observer during this interval. The

integrated electron density can then be determined unambiguously as
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in whatis thereforecalledthe differential rotation method. Here _ must be computed carefully from

measured values at ground level. A computer program has been prepared for this purpose (Refer-

ences 12 and 38) which can be used to compute the necessary values Of M for any satellite position as

viewed from any geographical location.

Second-Order Faraday Rotation Methods
k

The differential rotation method involves essentially the salve as_itrn_lons and approximations as

the rate of rotation method. It is hoped that futuro tohosph_re beacon satellites will be in high, cir-

cular orbits so that the effects of neglecting the vertical component of velocity are minimized. Cor-

rections can be made for the high-frequency approximation and for refraction by using two widely.

separated frequencies and reducing the data by means of second-order formuia_ given by Yeh (Refer-

ence 39). It is convenient (but not necessary) for this purpose to use tWO harmonically related fre-

quencies, say 20 and 40 Mc. The use of these methods indicates that the e_r0rs caused by refraction

and the high-frequency approximation are in the neighborhood of 5 p_r_ent for close passages and up

to 30 percent for distant passages.

In the second-order rate of rotation method the integrated electron density is given (Reference 39)

by

N dh = K1 H v m2 - 1 (4)

in which m is the ratio of the higher to the lower frequency arid the 0thei _ symb_iS are as defined be_

fore, _(mf) and _(f) being the rates of Faraday rotation 5f the two frequencies.

A similar second-order extension may be made of the diff-c're#t_al _htt_ _nelhO_l. Ttie ifite-

grated electron density is given by

fN e_ m_) - _(_)dh : _ M_-M2 ' (5)

in whicha_(mf) and _(f)are the rotations (in radians) Of the fi_e_lu_ii_l@_ mf and f observed as the

satellite moves from point 1 to point 2, and _: and _ ar_ the magnetic field geometric factors for the
two points.

"Closely Spaced Frequencies" Method

The use of two closely spaced frequencies permits an unambiguous determination of the total

angle fi through which the electric vector is rotated in traversing tile i011osphere. By using
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plane-polarizedantennas and receivers with logarithmic amplitude response, records such as those

shown in Figure 2 will be obtained. It is most convenient to reckon in terms of complete revolutions,

as indicated by the nulls in the pattern; a null occurs every half revolution. The working formulas

(referred to Figure 2) are:

2"rr(T 2 - To

8_ = T1 + rruradians, n = 0, I, 2.... ; (6)

f f2_N dh -- Zl _ ; (7)

The electron content is determined by substituting from Equations 6 and 9 into Equation 7. This

is a first-order determination;

however, it is anticipated that it

will be used at about 40 Mc, at

which frequency the refraction

and high-frequency approxima- fl

tion errors should be quite small.

The principal advantages of

this method are simplicity in the

data reduction, and the ability to

make an unambiguous measure-

ment of integrated electron con-

tent in a relatively short interval

of time. The latter feature is

important in evaluating horizon-

tal variations of electron

distribution.

!_ T 1

_f2

< T 2

f2 = fl + _f

Figure 2--Typical received signal obtained in the "Closely Spaced Fre-
quencies" method, employing plane-polarized antennas and receivers
with logarithmic amplitude response

THE DOPPLER METHOD OF MEASURING
INTEGRATED ELECTRON DENSITY

The high velocity of a satelliterelative to a ground-based observer results in a substantial Dop-

pler shiftin the observed frequency. In the ionosphere, the phase velocity depends upon the electron

density; thus, the observed frequency also depends upon this parameter. Observation of the exact fre-

quency as a function of time can be used to determine the electron content of the ionosphere.

Many authors have discussed the Doppler method of electron content measurement and several

series of actual measurements have been reported (References 4, 10, 11, 15, and 40-48). Most of the
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actual measurements have involved elaborate receiving and frequency-measuring equipment--for ex-

ample, phase-locked receivers capable of determining the phase difference between a satellite signal

and one of its harmonics. It is possible to obtain excellent measurements in this way, but at the cost

of expensive installations and constant attention by highly skilled technicians. In particular, a phase-

locked receiver must be attended continually during a satellite passage lest momentary reductions of

signal strength cause the tracking loop to unlock, resulting in loss of the data. Phase-locked receivers

are capable of very great sensitivity by virtue of the narrow bandwidths that can be achieved; how-

ever, ionosphere beacon satellites to be available in the near future are expected to have adequate

power to permit the use of simpler receiving equipment.

It is concluded that the more elaborate techniques of Doppler determination of electron content

are more suitable for use at well staffed and well equipped laboratories, and that simpler equipment

should be relied upon for field station use. It may well happen that F_traday rotation methods prove

to be best for field use; however, for the sake of completeness a method of Doppler analysis with

relatively simple equipment, suggested by the work of Ross (Reference 10), will be described here.

In order to determine the ionospheric effect on the Doppler shift, it is necessary to know the Dop-

pler shift that would occur in the absence of the ionosphere. This, in turn, implies an accurate knowl-

edge of the orbit and of the radiated frequency of the satellite. In many cases such knowledge does not

exist; hence, it is preferable to determine the free-space Doppler shift by observation. This can be

done if the satellite radiates two frequencies: one which is strongly affected by the ionosphere, and

another so much higher than the critical frequency corresponding to the maximum electron density

that it is substantially free of ionospheric influence. The frequency ratio between the two signals

must be known very precisely, so it is convenient that one be a harmonic of the other.

Let the two frequencies be fl and f_. The phase path length corresponding to either is

SP = nds , (10)
f

where n is the index of refraction for the frequency in question and ds is an element of path length.

The number of wave cycles between the satellite at s and the receiver at r is

' d___s P (II)k -- _----o",

in which ;_ and k0 are the wavelengths in the medium and in free space, respectively. The observed

frequency is the emitted frequency minus the rate of change of the number of cycles along the path,

f -_,A o , and the "Doppler shift" is the difference between the observed and emitted frequencies-i,A o .

In the ionosphere the index of refraction is given by

80.6 N
n 2 = 1 f2 ' (12)
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or, if the frequency is well above the critical frequency, by

40.3 N

n _ 1 f2 (13)

The phase path length in the ionosphere is thus

IiPi : 1 _-_ -)ds , (14)

and in the absence of the ionosphere it is simply

Cl

Pr, = It as (15)

The difference between these quantities, sometimes called the "phase path defect" (Reference 47), is

AP : P#*-Pi = (l-n)ds _ 40.3f----_- N ds . (16)

At any point along the ray path

ds = sec i dh , (17)

where dh is an element of length in the vertical direction and i is the local zenith angle of the ray

path. If attention is restricted to those parts of the orbit rather near the zenith and if i F is the value

of i near the maximum of density of the F region, then

and

ds _ seci l, dh ,
(18)

AP
40.3 sec ilr

'_ f2 J, N&h . (19)

It happens that the ratio _P/Pf. is nearly constant if the orbit is nearly circular and the iono-

sphere is spherically stratified. Thus

_P _

Pf. Pf, i_, ' (20)

where f_ is the rate of change of frequency and, in particular,

space Doppler shift curve when plotted as a function of time.

is_. is the maximum slope of the free-

In practice, isf. and _ can be evaluated
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directly from observation, provided that the two frequencies are appropriately chosen from Equa-

tions 19 and 20:

, f2 pf, cos i F l_: .. ' (21)
Ndh 40.3 Pfs

where P_s is simply the geometrical distance from satellite to receiver and can be determined from

the known orbital elements, as can iF; the symbol f refers to the lower of the two radiated frequen-

cies; and _ is determined by comparing the Doppler shifts on the two frequencies.

To illustrate the determination of _ and ]_, consider, for example, a satellite radiating phase-

locked signals on 40 and 360 Mc. Since AP varies inversely as the square of the frequency, the phase

path defect will be about 81 times as large on 40 as on 360 Mc. Consider, then, that the 360 Mc wave

is not influenced by the ionosphere. A separate superheterodyne radio receiver is used for each fre-

quency (Figure 3). An additional "beating oscillator" is provided which has phase-locked outputs near

40 and 360 Mc, and these outputs are injected into the RF input terminals of the respective receivers.

Thus, an AF beat is produced in each receiver, the 360 Mc receiver's beat frequency being approxi-

mately nine times that of the 40 Mc receiver. Next, the beat note of the 40 Mc receiver is multiplied

in frequency by a factor of nine and mixed with the beat note from the 360 Mc receiver, and the "dif-

ference frequency" is selected by means of an appropriate filter. This difference frequency is APA 0

and its rate of change is _A o. The difference frequency is low enough to be recorded directly on a

graphic record. At the same time, the beat frequency from the 360 Mc receiver is recorded sepa-

rately to permit determinaUon of Pf, or i_fs.

40 Mc

PREAMPLIFIER
AND

MIXER

_J _ 40Mc

REFERENCE

OR
BEATING

OSCILLATOR
i

J 360M¢

360 Mc

PREAMPLIFIER
AND

MIXER

RECEIVER

RECEIVER

STEREO
TAPE

RECORDER

FREQUE NCY

MULT PLIER
(xg)

J_

MIXER
GRAPHIC

RECORDER

Figure 3--Simplifled two-frequency Doppler system
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The records will appear approximately as shown

in Figure 4, in which the upper curve is the 360 Mc

Doppler shift, approximately equal to Pf., and the

lOWer curve is the difference frequency or "disper-

sive t)oppler |l_equency," AP/k 0 . The slope of the

upper curve at tile inflection point is Pr./k0.

Only the t_o l_eceivers, the beating oscillator,

and the tape recorder need be il_talled at the field

station. All equil_ment to the right of the dashed line

in Figure 3 may be installed at the central labora-

tory, and one setup of this kind can be used to tran-

scribe the tape records from several field stations,

The foregoing analysis is the simplest one pos-

sible and involves the following assumptions: The

satellite is near the zenith and the ionosphere is

spherically stratified. The orbit is circular. The

high-frequency approximation iJ satisfied for the

lower of the two frequenciesj and the higher fre-

quency is so high that its phase velocity is almost

that of free space. "i_he effect Of the magnetic field is

neglected.

B

5 B _OMc DOPPLER

°-

-5

I
I

-I0 I 1 I I
-2 -1 0 I 2

TI_ (mln)

$

DISPERSIV_ DC)f_JER : f_ -- 9f_

-8 I I
-2 -! I 2

TIk_ (mln)

Figure 4--Doppler records

THE FARADAY ROTATION OBSERVATION STATION

The Site

It is essential that a quiet site be chosen, as noisy records are apt to be useless. Although the

corltemplated signal strengths will be more than adequate in most cases, proximity to heavily travelled

highways or streets, industrial or commercial activity, or densely settled residential areas will inevi-

tably cause trouble. Automobile ignition systems, farm machinery, neon signs, fluorescent lighting,

defective power transformers, and high-voltage power lines are frequent causes of interference at

the frequencies in question. Fortunately, noise of these types attenuates rapidly with distance and it

_ been found that locating the receiving equipment a wile or so from the offending source usually

provides sufficient isolation. Thus, a well-isolated site should be chosen.

Terrain does not appear to be particularly important, though reasonably flat ground is desirable.

Only if it is desired to erect a radio-interferometer for position measuring purposes is a flat area

required, and even then it may be possible to use level metal ground planes erected on sloping terrain.

Antennas

For Faraday rotation measurements the antennas mustbe plane polarized. Simple half-wavelength

dipoles have been used almost universally for this purpose. As the frequencies used are in the HF or
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the lower VHF bands, a half-wavelength dipole has adequate effective area to yield good signal-to-

noise ratios with:the signal strengths contemplated. The most valuable Faraday rotation data are re-

ceived from within, say, 40 degrees of the zenith, whereas data from low-altitude angles are of much

less importance. For this reason it is logical that the dipoles be horizontally polarized and situated

within a quarter-wavelength of the ground.

For the best quality data, the antenna should have a negligible circular component of polarization,

and care should therefore be taken to suppress the effects of antenna currents on the transmission

lines. If a coaxial transmission line is used, the antenna should be connected through a carefully

adjusted balanced-to-unbalanced transformer. Open-wire lines should be symmetrical and properly

matched in impedance. If the transmission lines are of substantial length, consideration should be

given to placing preamplifiers in the field near the antennas in order to improve the system noise

performance.

It is convenient to have antennas on different frequencies oriented similarly, in order to distin-

guish between signal strength variations due to Faraday rotation and those due to satellite motion.

Some observers (Reference 7) prefer to keep track of the sense of the Faraday rotation; this requires

two antennas on the same frequency, with different directional orientation. In general, however, this

arrangement does not appear to be essential.

Finally, a word should be said in favor of substantial construction. Experience has shown that a

surprisingly large proportion of the technical difficulties experienced by field stations are due to bro-

ken antenna or transmission-line wires or to poor connections. The use of sturdy wooden structures

and heavy gauge copper-clad steel wires, and proper securing of transmission lines to prevent re-

peated flexing at connections, are worthwhile precautions. Outdoor splices in coaxial cables should be

avoided.

Receivers

Receivers for Faraday-rotation recording are invariably of the superheterodyne type as illus-

trated in Figure 5. As the radio frequencies are above about 20 Mc and the required bandwidths quite

narrow, a double-converston system is usually used. In the past, many high grade communications

receivers have been so employed with very good results, including the Hammarlund SP-600, the Col-

lins 51-J, and the military R-390. For best results some modifications are usually required, as will

be discussed below. When contemplating a long-term program of routine data gathering, however, it

is appropriate to consider receivers specially designed and built for the task. The general purpose

receivers usually are very heavy and intricate and thus difficult to maintain, usually have features

not required for the task, and often have some undesirable characteristics.

In order to achieve optimum signal-to-noise ratios it is desirable that the overall bandwidth be as

narrow as possible. The limit is set by the Doppler shift of the signal. At 20 Mc this amounts to about

500 cps for a close orbit, requiring a total bandwidth of 1 kc. At 40 Mc the effect is doubled, requiring

a bandwidth of 2 kc. The highest frequency likely to be used for Faraday rotation studies is 54 Mc, so

that a standard 3-db bandwidth of slightly over 2.5 kc should accomodate all cases. This bandwidth

is established in the second IF stage. Ceramic IF filters at 455 kc are now available which require no
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Figure 5--Superheterodyne receiver for Faraday rotation observations

adjustment and which apparently are drift-free over long periods of time. Combined with transistor

amplifiers, these should permit the construction of a virtually maintenance-free IF strip. These can

be made very economically in the form of standard modules for ease of replacement.

A low-noise RF amplifier is needed to insure that the sky noise, rather than receiver noise, limits

the performance of the system. Two crystal-controlled local oscillators are needed. The first crystal

is changed to accommodate satellites of different frequencies. In this way there is little chance that

the receiver will be mistuned.

Particular attention should be paid to the automatic gain control circuits. R is desirable to have

a logarithmic amplitude response, both to prevent saturation of the receiver or recorder and to sharpen

the nulls of the Faraday rotation records. Satellite signals are usually faint,so the AGC circuits should

develop appreciable voltage at receiver inpots of the order of 0.2 microvolt. Ifa commercially built

receiver is used itis usually necessary to modify the AGC circuits to remove the "delay bias" in order

to accomplish logarithmic response down to these low input levels. The AGC time constant must be

small, not higher than 0.1 second for Faraday rotation and 0.02 second for scIntillation.

Although not strictlynecessary, itis very convenient to have a beat-frequency oscillator in order

to permit qualRative checks of the presence of the satellitesignal, signal strength, nature and identity

of interfering signals, and so on. R is essential, however, that the BFO should not contribute to the

AGC voltage. Itis also convenient to have an "s-meter" topermit visual monitoring of the signal

strengths, and an audio detector, amplifier, and loudspeaker for use with the BFO.
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The following common features of communications receivers are not used: automatic noise lim-

iter,audio filteror Q-multiplier, squelch, crystal IF filter,and general frequency coverage.

Recording Equipment

The recorder is the most expensive and troublesome component of a satellitereceiving system.

Two general types of recorders are in common use: magnetic tape recorders and high-speed graphic

recorders, each having its advantages and disadvantages for fielduse in a Faraday rotation program.

The most satisfactory chart recorder from the standpoint of reliabilityand convenience is the

heat-writing variety. In this method a heated stylus marks a wax-impregnated chart, so there are no

pen-clogging problems and there is no chance of ink-supply exhaustion. Usually, these instruments

produce rectilinear records as well. Their initial costs and operating expenses, unfortunately, are

higher than those of the ink-writing recorders.

To obtain the maximum amount of useful data by the Faraday rotation method from a satellite

having 20, 40, and 41 Mc signals requires recording of at least three channels of data, excluding tim-

ing marks. Most recorders are furnished with an even number of channels; thus, a four channel re-

corder would be required. The fourth channel is useful as a spare. Timing marks are recorded on

the "side pen" or "event marker." If economy were a prime requirement, the 20 Mc channel might be

eliminated and a two channel recorder used, at the sacrifice of the greater scintillation sensitivity

and the corrections for refraction and the high-frequency approximation that are obtainable with the

20 Mc signal.

Acceptable specifications for a chart recorder for Faraday rotation work are as follows:

Number of channels: minimum 2, 3 preferred; event marker.

Frequency response: 0 to 50 cps or better.

Chart speed: 5 or 10 mm/sec, preferably both.

Type of recording: Ink-writing or heat-writing.

Transistorized amplifiers desirable for reliability.

Magnetic tape recording can also be used. It has the disadvantages that no visual record is avail-

able for immediate inspection, and that it is ultimately necessary to re-record the signals on a graphic

recorder. Usually the magnetic tapes from several field stations are sent to a central laboratory

where they can be transcribed; thus only one graphic recorder is needed. Probably the best practice

is to transform the variable AGC voltages from the receivers into variable-frequency audio tones by

means of voltage-controlled oscillators. Several of these audio tones of different frequencies can be

recorded on the same tape channel and separated later by means of appropriate filters. Frequency

discriminators are used to convert the tones back to varying dc signals for graphic recording.

For Faraday rotation work the tape recorders need not be of extremely high quality, but should

be very reliable in operation. The principal typical deficiency of an inexpensive tape recorder of the

consumer market variety is inconstant tape speed (jitter, wow, flutter) which results in frequency

modulation of the record. If not too severe, this should not be a serious defect for purposes of Fara-
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day rotation recording. In any event, it is possible to overcome this problem by recording a constant,

standard tone along with the signals, and later electronically subtracting the dc output of the discrim-

inator associated with this tone from the outputs associated with all the other channels. Thus, the

graphic recordings should be free from jitter. By proper spacing of the tones in frequency, it should

be possible to record five channels of data, including time signals and a speed-calibration tone, on

one tape. If a "stereo" recorder is used, one channel can be reserved for voice announcements, time

signals, and the speed-calibration tone; and the other channel for the three satellite signals.

By comparison with the graphic recorder the magnetic tape recorder has the following advantages:

It is less expensive. A record on tape can be transcribed to a graphic record at any desired speed

and any desired number of copies can be made. Frequently, especially when studying scintillation, it

is desirable to have graphic records at more than one speed. If economy is a principal requirement,

the magnetic tapes can be re-used after they have been transcribed. Magnetic tape recorders are

generally more adaptable to unattended operation, though the heat-writing graphic recorders are quite

usable in this way. The main disadvantage of the magnetic recorder is the lack of a visual record to

assist the operator in making adjustments and corrections while a pass is in progress. As the receiv-

ing equipment described in this report is designed for a minimum of operator attention and adjustment,

it may well be that this consideration is not applicable.

For an organization planning to operate several field stations the choice of magnetic tape record-

ers seems a good one, with one graphic recorder and associated filters and discriminators at the cen-

tral data-handling facility. If only one station is to be operated, however, recording directly on a

graphic recorder eliminates the need for the magnetic recorder and associated equipment.

Time Signals

To be of any scientific value, all satellite recordings must contain precise, unambiguous time

marks. An error of, say, 1/4 second will generally be quite acceptable, but errors of several seconds

will not.

Time marks can be derived from many of the radio time services, and, if the station is so situ-

ated that regular time signals can be received reliably, these can be recorded directly from the radio

receiver onto the time channel of the magnetic tape. For a graphic recorder, the time ticks can be

filtered, rectified, and transformed into low impedance pulses to operate the event-marker pen.

These radio time signals are often received by means of ionospheric propagation, however, and are

not always reliable. Many of the stations use the same frequencies, and they sometimes interfere.

For example, at Adak, Alaska, signals from stations WWVH and JJY interfere so badly that they are

useless for automatic registration.

Recently a number of stations have begun transmitting time signals on VLF wavelengths, for ex-

ample, NBA on 18 kc in the Panama Canal Zone. This station is powerful enough to be heard anywhere

on earth. A pocket-sized battery-powered transistorized receiver with a ferrite "loopstick" antenna

has been constructed which is capable of receiving these signals sufficiently well for satellite record-

ing, and it has been found that there is essentially no variation of signal strengths with time. Appar-

ently, however, no standard time-signal format has been adopted by this station; and its usefulness is

somewhat limited until this is done. 107



A relatively inexpensive local time-standard can be built by using a tuning fork oscillator and

power amplifier to drive a clock motor. Such a device, utilizing a cam-operated switch to provide time

ticks every ten seconds with a different identifying tick every minute, demonstrated a precision equiv-

alent to about one second of error per week. Radio time signals can usually be heard with adequate

quality to calibrate a local time-standard, even though not good enough for direct recording.

The ideal timing system would be a quartz-crystal oscillator driving a chain of frequency divider,,

to give hour, minute, and second ticks. This system is the most expensive, but is capable of very high

accuracy and can also provide a program function for unattended automatic operation of the satellite

recording equipment.

In addition to time marks for the satellite records it is very useful to have a "program clock" to

permit scheduling of unattended satellite recording. As was mentioned above, a quartz-crystal oscil-

lator and frequency divider chain can provide for this function, but at relatively high cost. The tuning-

fork frequency standard can be used to drive any of a variety of low-cost commercially available pro-

gram timers that are satisfactory for the purpose. When a program clock is used, it is necessary thai

unambiguous time marks be placed on the chart in addition to the regular second or minute ticks.

STANDARDS

In order that the results from different stations be comparable, some degree of standardization of

observing practice must be achieved. It is always tempting to the observer to experiment with differ-

ent methods, but it is important to a long-range monitoring program that the records be taken in a

consistent manner throughout the program. Experiments with different methods should be performed

independently of the routine data-gathering effort.

Suggested standards for recording satellite data are listed below.

Faraday Rotation and Scintillation

Amplitude scintillation can be studied directly from the records of amplitude variation due to

Faraday rotation. The following standards have been found suitable:

Time Marks -- Accurate to 0.5 second. A reference should be made at least every minute, pref-

erably every few seconds, and unambiguous time marks should be made at least every five minutes.

At least one, and preferably more, of the unambiguous time marks must be available on each record.

Chart Speed-- For Faraday rotation studies, chart speeds of 5 to 10 mm per second are generally

satisfactory. For passages in the vicinity of noon and at tropical latitudes the higher speed is almost

mandatory. In studying scintillation it may sometimes be advantageous to increase the chart speed to

25 or 50 mm per second; however, it is recommended that this be done on an auxiliary recorder so as

not to disturb the routine arrangements. For this purpose a magnetic tape recorder is very useful;

the tape can be recorded at any convenient speed and can then be transcribed any number of times to

paper charts running at a variety of speeds.
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Receiving System Time-Constants-- As was mentioned earlier, the AGC time constant should be

not greater than 0.1 second for Faraday rotation recording and not greater than 0.02 second for scin-

tillation. The same limitations apply to other parts of the system, including recorders.

Signal-to-Noise Ratio -- It is difficult to place a numerical specification on the necessary signal-

to-noise ratio for good results. Suffice it to say that the better the quality of the record, the easier is

the analysis of the data. With reasonable care it has been found possible to produce records that are

essentially noise-free; that is, on which the Faraday rotation and scintillation amplitude variations

are very well defined, but on which the noise variations are barely discernible. Satellites specifically

designed for beacon use will generally have adequate power to produce such records with dipole an-

tennas and receivers such as those described herein.

Amplilude Calibratiwn-- No amplitude calibration is necessary for Faraday rotation analysis. For

investigation of the geographical and temporal distributions of scintillations, infrequent calibrations

may be useful. However, for studies of the detailed structure of the signals and of the irregularities

producing scintillation, it is important that frequency calibration of the amplitude-response charac-

teristics be made with a standard signal generator.

Record Annotation and Logging -- One of the most persistent difficulties in the collection of high-

quality satellite records is the failure of operators properly to annotate the records. Each record

should bear the following information:

Date

Time of beginning and ending of pass

Unambiguous and precise identification of one or more of the periodic time marks on the chart

Time system used (GMT or zone time)

Antenna identification for each trace

Satellite identification

Frequencies for each trace

Identification of noise bursts or interfering signals

Station name and/or location

Operator' s name

In addition, a logbook should be kept, containing the above information for each pass and also notations

concerning equipment maintenance or modification, spurious signals or noise on the records, and any

unusual events or phenomena observed.

Doppler Method

Most of the foregoing comments also apply to the Doppler method. As the dispersive Doppler

records made in the field will almost certainly be recorded on magnetic tape, no definite standard

need be adopted for tape speed. In the laboratory, when the records are transcribed to paper charts,

the chart speed can be adjusted to allow easy counting of the dispersive Doppler cycles.
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Cost of Equipping a Field Station

It is estimated that the ground-based instrumentation required to perform the geophysical mission

described herein would cost approximately $3,200.

ACKNOWLEDGMENTS

The author gratefully acknowledges the valuable contributions to this paper made by Dr. W. J. Rose

of the Pennsylvania State University, Dr. K. C. Yeh of the University of Illinois, and Dr. O.K. Garriott

of Stanford University.

REFERENCES

° Al'pert, Ya. L., "Results of Investigations of the Outer Region of the Ionosphere According to Ob-

servations of Radio Signals of the First Artificial Earth Satellite," New York: U.S. Joint Publica-

tions Research Service, 1958 (JPRS/NY Rept. No. 724); Translation from Preliminary Results

of Scientific Research by Means of the First Soviet Earth Satellites and Rockets No. 1, Part II,

pp. 40-108 (in Russian)

2. Al'pert, Ya. L., Dobryakova, F. F., et al., "Electron Concentration in the Upper Ionosphere as

Determined from Radio Signals of the First Earth Satellite," Soviet Physics-Doklady

3(3): 584-587, January 1959; Translation from Doklady Akademii Nauk SSSR 120(4):743-746, 1958

3. Blackband, W. T., Burgess, B., et al., "Deduction of Ionospheric Electron Content from the Fara-

day Fading of Signals from Artificial Earth Satellites," Nature 183(4669):1172-1174, April 25, 1959

4. Hibberd, F. H., and Thomas, J. A., "The Determination of the Electron Distribution in the Upper

Ionosphere from Satellite Doppler Observations," J. Atmos. Terrest. Phys. 17(1/2):71-8I, Decem-

ber 1959

5. Vassy, E. J., "Densit$ _.lectronique au-dessus de F-Maximum, D_duite de l'F.mission des Satel-

lites," in: The Upper Atmosphere above F2-Maximum, ed. by H. Poeverlein, North Atlantic Treaty

Organization, Advisory Group for Aeronautical Research and Development, AGARDograph 42,

May 1959, pp. 263-270

6. Blackband, W. T., "The Determination of Ionospheric Electron Content by Observation of Faraday

Fading," J. Geophys. Res. 65(7):1987-1992, July 1960

7. Garriott, O. K., "The Determination of Ionospheric Electron Content and Distribution from Satel-

lite Observations, I and II," J. Geophys. Res. 65(4):1139-1157, April 1960

8. Hame, T. G., and Stuart, W. D., "The Electron Content and Distribution in the Ionosphere," Proc.

IRE 48(10):1786-1787, October 1960

II0



.

10.

11.

12.

13.

16.

17.

18.

19.

20.

21.

Little, C. G., and Lawrence, R. S., "The Use of Polarization Fading of Satellite Signals to Study

the Electron Content and Irregularities in the Ionosphere," in: Space Research, Proc. 1st Internat.

Space Sci. Sympos. Nice, January 1960, ed. by H. K. Bijl, Amsterdam: North-Holland Pub. Co.,

1960, pp. 340-365

Ross, W. J., "The Determination of Ionospheric Electron Content from Satellite Doppler Measure-

ments, 1 and 2," J. Geophys. Res. 65(9):2601-2615, September 1960

de Mendonca, F., "Ionospheric Electron Content and Variations Measured by Doppler Shifts in

Satellite Transmissions", Stanford Univ., Radioscience Lab. (Preprint submitted with Semi-

annual Status Report for the Period July 20, 1961,to January 20, 1962, NASA Grant NsG-30-60),

January 1962

Yeh, K. C., and Swenson, G. W., Jr., "Ionospheric Electron Content and Its Variations Deduced

from Satellite Observations," J. Geophys. Res. 66(4):1061-1067, April 1961

Munro, G. H., '_Diurnal Variations in the Ionosphere Deduced from Satellite Radio Signals," J.

Geophys. Res., 67(1):147-156, January 1962

Slee, O. B., "Radio Scintillations of Satellite 1958 a," Nature 181(4623):1610-1612, June 7, 1958

Aitchison, G. J., Thomson, J. H., and Weekes, K., "Some Deductions of Ionospheric Information

from the Observations of Emissions from Satellite 1957 a2," J. Atmos. Terrest. Phys.

14(3/4):236-248, 1959

Kent, G. S., "High Frequency Fading Observed on the 40 Mc/s Wave Radiated from Artificial

Satellite 1957a," J. Atmos. Terrest. Phys. 16(1/2):10-20, October 1959

Parthasarathy, R., and Reid, G. C., "Signal Strength Recordings of the Satellite 1958 52 (Sputnik HI)

at College, Alaska," Proc. IRE 49(1):78-79, January 1959

Yeh, IL C., and Swenson, G. W., Jr., "The Scintillation of Radio Signals from Satellites,"

J. Geophys. Res. 64(12):2281-2286, December 1959

de Mendonca, F., Villard, O. G., Jr., and Garriott, O. K., "Some Characteristics of the Signal Re-

ceived from 1958 5_, '' Proc. IRE 48(12):2028-2030, December 1960

Frihagen, J., and TrSim, J., "Scintillations of the 20 Mc/s Signals from the Earth Satellite

1958 5 II," J. Atmos. Terrest. Phys. 18(1): 75-78, April 1960

Mawdsley, J., "Fading of Satellite Transmissions and Ionospheric Irregularities," J. Atmos. Ter-

rest. Phys. 18(4):344, August 1960

22. Bain, W. C., "Irregular Fading of Satellite Transmissions," Nature 189(4759):129, Janu-

ary 14, 1961

III



23.

24.

25.

26.

27.

28.

29.

30.

31.

Frihagen, J., and TrSim, J., "On the Large Scale Regions of Irregularities Producing Scintil-

lation of Signals Transmitted from Earth Satellites," J. Atmos. Terrest. Phys. 20(2/3):215-

216, March 1961

Kent, G. S., "High Frequency Fading of the 108 Mc/s Wave Radiated from an Artificial Earth

Satellite as Observed at an Equatorial Station," J. Atmos. Terrest. Phys. 22(4):255-269, De-

cember 1961

Mawdsley, J., and Richards, I. R., "Ionospheric Scattering of Satellite Transmissions," Nature

189(4768):906-907, March 18, 1961

Singleton, D. G., Lynch, G. J. E., and Thomas, J. A., "Field-Aligned Ionospheric Irregu-

larities and the Scintillation of Satellite Radio Transmissions,'" Nature 189(4758):30-31, Janu-

ary 7, 1961

Swenson, G. W., Jr., and Yeh, K. C., "Summary of Satellite Scintillation Observations at the Uni-

versity of Illinois," Univ. of Illinois, Engng. Exp. Sta., Elect. Engng. Res. Lab., Report on NASA

Grant NsG-24-59, August 4, 1961

Dewan, E., "An Interesting Propagation Effect of Sputnik I," U.S. Air Force Cambridge Res. Ctr.,

Electromagnetic Radiation Lab. AFCRC-TR-58-354, December 1958

Garriott, O. K., and Villard, O. G., Jr., "Antipodal Reception of Sputnik III," Proc. IRE 46(12):

1950, December 1958

Wells, H. W., "Unusual Propagation at 40 Mc from the USSR Satellite," Proc. IRE 46(3):610,

March 1958

Dewan, E. M., "Unusual Propagation of Satellite Signals," Proc. IRE 47(11):2020, Novem-

ber 1959

Woyk, E. (E. Chvojkov_),"The Antipodal Reception of Sputnik HI," Proc. IRE 47(6):1144, June 1959

Whitney, H., Strick, H., et al., "Sudden Amplitude Variations of Sputnik HI Signals," J. Geophys.

Res. 65(12):4210-4212, December 1960

34. Chvojkova, E. (E. Woyk), "Antipodal Reception of Satellite Signals and Telecommunication

on Small Planets," Bull. Astronom. Institute Czechoslovak Acad. Sci. 12(1):1-7, 1961

35. Yeh, K. C., and Swenson, G. W., Jr., "Observed Field Strength in the Neighborhood of the Skip

Distance," J. Geophys. Res. 66(2):654-656, February 1961

36. Bowhill, S. A., "The Faraday-Rotation Rate of a Satellite Radio Signal," J. Atmos. Terrest. Phys.

13(1/2):175-176, 1958

37. Browne, I. C., Evans, J. V., et al., "Radio Echoes from the Moon," Proc. Phys. Soc. (London)

69B(9):901-920, September 1956

112



38. Yeh, K. C., and Gonzalez, V. H., "Note on the Geometry of the Earth Magnetic Field Use-

ful to Faraday Effect Experiments," J. Geophys. Res. 65(10):3209-3214, October 1960

39. Yeh, K. C., "Second-Order Faraday Rotation Formulas," J. Geophys. Res. 65(8):2548-2550,

August 1960

40. Hibberd, F. H., "The Effect of the Ionosphere on the Doppler Shift of Radio Signals from an Arti-

ficial Satellite," J. Atmos. Terrest. Phys. 12(4):338-340, 1958

41. Weekes, I_, "On the Interpretation of the Doppler Effect from Senders in an Artificial Satellite,"

J. Atmos. Terrest. Phys. 12(4):335-338, 1958

42. Berning, W. W., "Earth Satellite Observations of the Ionosphere," Proc. IRE 47(2):280-288, Feb-

ruary 1959

43. Hutchinson, H. P., "Application of Satellite Doppler Shift Measurements. Part II. Slant Range at

Nearest Approach," in: IRE National Convention Record, New York: Institute of Radio Engineers,

1959, Vol. 7, Part 5, pp. 61-66

44. Kelso, J. M., '_Doppler Shifts and Faraday Rotation of Radio Signals in a Time-Varying, In-

homogeneous Ionosphere. Part I. Single Signal Case," J. Geophys. Res. 65(12):3909-3914, De-

cember 1960

45. de Mendonca, F., and Garriott, O. K., "The Effect of the Earth's Magnetic Field on Measurements

of the Doppler Shift of Satellite Radio Transmissions," Stanford Univ., Radioscience Lab. (Pre-

print submitted with Semiannual Status Report for the Period July 20, 1961, to January 20, 1962,

NASA Grant NsG-30-60), December 1961

46. Garriott, O. K., and Nichol, A. W., "Ionospheric Information Deduced from the Doppler Shifts

of Harmonic Frequencies from Earth Satellites," J. Atmos. Terrest. Phys. 22(1):50-63, Sep-

tember 1961

47. Garriott, O. K., and Bracewell, R. N., "Satellite Studies of the Ionization in Space by Radio," in:

Advances in Geophysics, New York: Academic Press, 1961, Vol. 8, pp. 85-135

48. Henderson, R. E., "Measuring the Doppler Frequency Shift on Satellite Transmissions," Brit.

Commun. and Electronics 8(7):506-512, July 1961

113



ADDITIONAL BIBLIOGRAPHY

1956

Daniels, F. B., "Electromagnetic Propagation Studies with a Satellite Vehicle," in: Scientific Uses

of Earth Satellites, ed. by J. A. Van Allen, Ann Arbor: University of Michigan Press, 1956, pp.

276-282

Hagen, J. P., "The Exploration of Outer Space with an Earth Satellite," Proc. IRE 44(6):744-747,

June 1956

Mengel, J. T., "Tracking the Earth Satellite, and Data Transmission, by Radio," Proc. IRE 44(6):

755-760, June 1956

Van Allen, J. A., "The Scientific Value of the Earth Satellite Program," Proc. IRE 44(6):764-767,

June 1956

1957

Brown, R. R., Green, P. E., Jr., et al., "Radio Observations of the Russian Earth Satellite," Proc.

IRE 45(11):1552-1553, November 1957

Peterson, A. M., and Staff, "Radio and Radar Tracking of the Russian Earth Satellite," Proc. IRE

45(11):1553-1555, November 1957

Staff of the Royal Aircraft Establishment, Farnborough, "Observation on the Orbit of the First Rus-

sian Earth Satellite," Nature 180(4593):937-941, November 9, 1957

1958

Bracewell, R. N., and Garriott, O. K., "Rotation of Artificial Earth Satellites," Nature 182(4638):

760-762, September 20, 1958

Briggs, B. H., "A Study of the Ionospheric Irregularities which Cause Spread-F Echoes and Scintil-

lations of Radio Stars,"J. Atmos. Terrest. Phys. 12(1):34-45, 1958

Kraus, J. D., and Albus, J. S., "A Note on Some Signal Characteristics of Sputnik I," Proc. IRE

46(3):610-611, March 1958

Kraus, J. D., and Dreese, E. E., "Sputnik I's Last Days in Orbit," Proc IRE 46(9):1580-1587,

September 1958

Kraus, L., and Watson, K. M., "Plasma Motions Induced by Satellites in the Ionosphere," Phys. of

Fluids, 1(6):480-488, November-December, 1958

Munro, G. H., and White, R. B., "Observations in Australia of Radio Transmissions from the First

Artificial Earth Satellite," Nature 181(4602): 104, January 11, 1958

Warwick, J. W., "Radio Observations of Soviet Satellites 1957 Alpha 2 and 1957 Beta 1," IGY Satel-

lite Rept. Series No. 5, June 30, 1958

114



Woyk, E. (E. Chvojkov_), "Investigation of the Ionosphere Using Signals from Earth Satellites,"

Nature 182(4646):1362-1363, November 15, 1958

1959

Arendt, P. R., "On the Existence of a Strong Magneto-Ionic Effect Topside of the F Maximum of

the Kenelly-Heaviside Layer," J. Appl. Phys. 30(5):793-795, May 1959

Brito, J. M., "A Correction Necessary for the Application of the Doppler Effect to the Measure-

ments of Distances to Satellites," Proc. IRE 47(11):2023, November 1959

Daniels, F. B., and Bauer, S. J., "The Ionospheric Faraday Effect and Its Applications," J. Franklin

Inst. 267(3): 187-200, March 1959

Hame, T. G., and Kennaugh, E. M., "Recordings of Transmissions from the Satellite 1958 A s at the

Antenna Laboratory, The Ohio State University," Proc. IRE 47(5):991-992, May 1959

Hibberd, F. H., "The Faraday Fading of Radio Waves from an Artificial Satellite," J. Geophys.

Res. 64(8):945-948, August 1959

Kallmann, H. K., "A Preliminary Model Atmosphere Based on Rocket and Satellite Data," J.

Geophys. Res. 64(6):615-623, June 1959

Kazantsev, A. N., "Absorption and Electron Distribution in the F 2 Layer Determined from Meas-

urements of Transmitted Radio Signals from Earth Satellites," Planet. Space Sci. 1(2):130-135,

April 1959

Krassovsky, V. I., "Exploration of the Upper Atmosphere with the Help of the Third Soviet Sputnik,"

Proc. IRE 47(2):289-296, February 1959

Munro, G. H., and Heisler, L. H., "Recording Radio Signals from Earth Satellites," Nature 183(4664):

809-810, March 21, 1959

Paetzold, H. K., "Observations of the Russian Satellites and the Structure of the Outer Terrestrial

Atmosphere," Planet. Space Sci. 1(2):115-124, April 1959

Parthasarathy, 1%, Basler, 1% P., and DeWitt, R. N., "A New Method for Studying the Auroral

Ionosphere Using Earth Satellites," Proc. IRE 47(9):1660, September 1959

Schilling, G. F., and Sterne, T. E., "Densities and Temperatures of the Upper Atmosphere Inferred

from Satellite Observations," J. Geophys. Res. 64(1):1-4, January 1959

Storey, L. R. O., "A Method for Measuring Local Electron Density from an Artificial Satellite," J.

Res. Nat. Bur. Standards 63D(3):325-340, November-December 1959

Warwick, J. W., "Decay of Spin in Sputnik I," Planet. Space Sci. 1(1):43-49, January 1959

115



1960
Aarons,J., Whitney, H. E., et al., "Atmospheric Phenomena Noted in Simultaneous Observations

of 1958 _ II (Sputnik III)," U.S. Air Force, Electronics Research Directorate ERD-TR-60-174,

August 1960; Also in Planetary and Space Sci. 5(3):169-184, July 1961

Bijl, H. K.(ed.),"Space Research: Proc. 1st Internat. Space Sci. Sympos., Nice, January 1960,"

Amsterdam: North-Holland Pub. Co., 1960

Garriott, O. K., and Little, C. G., "The Use of Geostationary Satellites for the Study of Ionospheric

Electron Content and Ionospheric Radio-Wave Propagation," J. Geophys. Res. 65(7): 2025-202'/, July

1960

Graves, C. D., "Radio Propagation Measurements Using the Explorer VI Satellite," J. Geophys..

Res. 65(9):2585-2587, September 1960

Klinker, L., Schmelovsky, IL H., and Knuth, R., "Jahreszeitliche Variationen der Mittleren

Elektronenkonzentration Zwischen 400 und 1200 Km H6he," Naturwissenschaften 47(9):197-198,

May 1960

Kraus, J. D., Higgy, R. C., and Crone, W. R., "The Satellite Ionization Phenomenon," Proc. IRE

48(4):672-678, April 1960

Lockwood, G. E. K., "Spin Rate of the Satellite Echo I as Determined by a Tracking Radar," Cana-

dianJ. Phys. 38(12):1713, December 1960

Macrakis, M. S., "A Possible Long-Range Communications Link Between Ground and Low-Orbiting

Satellites," J. Atmos. Terrest. Phys. 19(3/4):260-271, December 1960

Munro, G. H., "Ionospheric Information from Satellite Signals," Nature 187(4742):1017-1018, Sep-

tember 17, 1960

Rand, S., '_¢ake of a Satellite Traversing the Ionosphere_" Phys. of Fluids 3(2):265-273, March-

April 1960

1961

Ai'pert, Ya. L., "Investigation of the Ionosphere and of the Interplanetary Gas with the Aid of Arti-

fictal Satellites and Space Rockets," Soviet Physics-Uspekhi 3(4):4'/9-503_ January-February

1961; Translated from Uspekhi Fizicheskikh Nauk 71(3):369-409_ July 1960

Anderson, L. J., "108-216 Mc./s. Radio Signals from Satellites below the Horizon," Nature

190(4777):708, May 20, 1961

Anderson, R. E., "Sideband Correlation of Lunar and Echo Satellite Reflection Signals in the 900-Mc

Range," Proc. IRE 49(6):1081-1082, June 1961

Cain, J. C., Shapiro, I. R.,etal., "A Note on Whistlers Observed above the Ionosphere," J. Geophys.

Res. 66(9):2677-2680, September 1961

116



Capon, I. N., "The Application of Ray Tracing Methods to Radio Signals from Satellites," Proc.

Phys. Soc. (London) 77(2):337-345, February 1, 1961

Croft, T. A., and Villard, O. G., Jr., "An HF Radar Search for Possible Effects of Earth Satellites

upon the Upper Atmosphere,"J. Geophys. Res. 66(10):3109-3118, October 1961

Croft, T. A., "An HF-Radar Search for the Effects of Earth Satellites Upon the Ionosphere," Stan-

ford Univ., Radioscience Lab. Technical Rept. No. 24, March 10, 1961

Holland, A. C., "The Effects of Atmospheric Refraction on Angles Measured from a Satellite,"

J. Geophys. Res. 66(12):4171-4175, December 1961

Jakes, W. C., "A Transatlantic Communication Experiment via Echo I Satellite," Nature 190(4777):

709, May 20, 1961

Kallmann-Bijl, H. K., "Daytime and Nighttime Atmospheric Properties Derived from Rocket and

Satellite Observations," J. Geophys. Res. 66(3):787-795, March 1961

Medved, D. B., "Secondary Electron Emission and the Satellite Ionization Phenomenon," Proc. IRE

49(6): 1077-1078, June 1961

S_rensen, E. V., "Magneto-Ionic Faraday Rotation of the Radio Signals on 40 Mc from Satellite

1957 _ (Sputnik 1)," IRE Trans. on Antennas and Propagation AP-9(3):241-247, May 1961

Titheridge, J. E., "The Calculation of the Electron Density in the Ionosphere from Elevation-Angle

Measurements on Artificial Satellites," J. Geophys. Res. 66(10):3103-3107, October 1961

Toman, K., "Minimum Range to Artificial Earth Satellites," Nature 190(4773):333-334, April 22,

1961

Yeh, K. C., "Propagation of Spherical Waves in a Weak Random Medium," Univ. of Illinois, Engng.

Exp. Sta., Elect. Engng. Res. Lab., Report on NASA Grant NsG-24-59, December 1961

Yeh, K. C., and Chow, H., "Variations of Ionospheric Electron Content During Disturbances," Univ.

of Illinois, Engng. Exp. Sta., Elect. Engng. Res. Lab., Report on NASA Grant NsG-24-59, August 1,

1961

117



THE COMPARISONAND COMBINATIONOF
SATELLITEWITH OTHERDETERMINATIONS

OF GEODETICPARAMETERS

by
William M. Kaula

Goddard Space Flight Center

SUMMARY

Three areas of geodetic interest can be defined in which it is de-

sirable to compare satellite results with those obtained by terrestrial
and lunar methods:

1. Variations in the gravity field. Determinations from satellite
orbits of tesseral harmonics need an independent check. Terrestrial
gravimetry at present is of dubious adequacy, except to confirm the
order of magnitude of the variations determined by use of autocovari-
ance analysis. An excellent partial check on the phase as well as the
amplitude of the variations is the astro-geodetic geoid. For compari-
son satellite data must be transformed from a harmonic to a spatial
r epr esentation.

2. Station positions. Satellite data so far have yielded only the
rather negative conclusion that the position determinations of the
major continental geodetic systems are probably correct to within 100
meters.

3. The scale relationship between laboratory and satellite sys-
tems, most conveniently expressed in terms of GM. An appreciable
discrepancy already exists between the GM value obtained from lunar
observations and that obtained from terrestrial geodesy. Thus far,
satellite results in this area are inconclusive.

INTRODUCTION

The fullest utilization of satellite geodesy requires the development of methods to compare its

results with those obtained by other means. Satellites, after all, are rather limited as measuring de-

vices. Therefore, their results are subject to distortion and independent confirmation is desirable.
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Such confirmation is difficult; in fact, our interest in satellite geodesy is largely generated by the

incompleteness and distortions of other methods.

This paper is a brief commentary on satellite geodesy in relation to conventional methods. We

shall discuss this subject from three standpoints: the geoid (or gravitational field); station positions;

and the scale relationship between satellite and laboratory measuring systems.

THE GEOID

The results of satellite orbit studies to obtain details of variations in the earth's gravity field

are presently somewhat static, because orbital variations which must be used to determine the tes-

seral harmonics accurately are orders of magnitude smaller than variations used to determine the

zonal harmonics. To enable analysis of such variations, significant improvement is needed in at

least one of the following respects:

1. Better orbits-perigees above 800 km, eccentricities on the order of 0.01-0.12, and a variety

of inclinations.

2. Frequent accurate tracking of all parts of the orbit, both day and night sides.

3. Better physical models of the upper atmosphere.

4. Better data analysis techniques.

Items 1 and 2 are already forthcoming, so it is timely to consider what sort bf independent check.,

might be available.

The first and most evident of such checks is the latitude variation observations indicating that the

harmonic U21, which would exist only if rotation of the earth was not about a principal axis, is negligib

small. It is thus hoped that satellite orbit analyses incorporate a sufficient variety of conditions thai

U_' can be included in the solution; its difference from zero in the results will then be some measur

of reliability of the determinations for other harmonics.

Further checks from terrestrial geodesy are the gravimetric and astro-geodetic data. Both are

very incomplete. It is doubtful that any existing treatment of gravimetry is adequate: Those of

Heiskanen (Reference 1) and Kaula (Reference 2) depend too much on step-by-step extrapolation and

correlation with topography; those of Jeffreys (Reference 3) and Zhongolovitch (Reference 4) are dis-

torted by approximations used to overcome the poor distribution of observations. The recent results

of Uotila (Reference 5), based on much more data, may constitute an appreciable improvement.

The astro-geodetic geoid is good but is limited in coverage. Figure 1 shows the latest geoid pub-

lished by Fischer (Reference 6). Heavy arrows have been inserted on it to mark all major slopes

which might be indicated by satellite orbits- those longer than 1/4 wavelength (22-1/2 degrees) of a

fourth degree harmonic and having a geoid height change of more than 40 meters. Figure 2 shows

the geoid corresponding to Table 1, which consists of results derived solely from satellite data. The

zonal harmonics in Table 1 are rounded-off averages of the results obtained by the principal
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Figure 1 -Geoid heights (meters) based on astro-geodetic doto (Reference 6) 

Table 1 

Gravitational Harmonics Obtained from Satellite Orbits 
(multiply by a scaling factor of 

Conventional Partly Normalized 
n m  

Cn.m 'n.m A n , m  B n , m  

2 2 2.1 -0.8 10.1 -3.7 

3 0  2.30 

4 0 1.80 1.80 

4 1 -1.2 -0.2 -5.5 -1 .o 
5 0 0.30 0.30 

RMS 
Geoid Height 

Contribution (meters) 

Fully Normalized 
A n , m  Bn.m 

3.2 -1.2 

0.87 

0.60 

-1.3 -0.2 

0.09 

f 22 

6 

4 

8 

i1 

investigators, with greatest weight given to those of Kozai (Reference 7); the n,m = 2.2 and 4,i har- 
monics are those given by Newton(Reference 8), at present the only published data a t  least partly satis- 
fying items 1 and 2 on the list given above. in Table 1 a r e  as defined by the 
International Astronomical Union recommendation (Reference 9). 

C n ,  m, Sn, m 9  An, m 9  and B n ,  - 
An, and g n ,  are  the coefficients of 

n- m - 
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Figure 2-Geoid heights (meters) based on satellite data (References 7 and 8) 

Table 2 

Comparison of Spherical 
Harmonics from Satellite Motions 

with the Order of Magnitude 
Predicted by Autocovariance 

Analysis of Gravimetry 

(multiply by a scaling factor of 
i 

( I T  1 0.87 I 

and they have the advantage, for geophysical purposes, 
of being identical with the r m s  amplitudes. 

On Figure 2 arrows have been drawn in locations 
corresponding to those on Figure 1. The solid arrows 
indicate agreement, and the dashed arrows disagree- 
ment, with the astro-geodetic geoid. The only major 
feature for which there is good agreement is the hollow 
in the center of Asia. Some of the discrepancies might 
be explained by the third degree harmonics which a re  
absent from the satellite geoid, but it is disappointing 
that there is not better agreement in the north-south 
direction, in which the zonal harmonics would be expect4 
to prevail. It is disturbing that the dominant term in the 
satellite geoid,X,, , , B, , ,, is the most poorly determined: 

the partial derivative of the longitude of Transit W-A (19610 1) along its orbit with respect to A,,,, B2,: 
is about half the derivative with respect to 

0.60, -1.3, -0.2 

- 
- 

1 4 1 1::;: j 0.09 I 
B, , 1. 

The satellite geoid does not compare any better with any of the gravimetric geoids which have bet 
published. An improvement might be obtained by applying to the gravimetry the generalization of line' 
autoregression for non-uniformly distributed data. But we do have one limited category of gravimetri 
data which agrees well-the degree variances from autocovariance analysis, which afford a check on t 
order of magnitude of the harmonic coefficients of the third and higher degrees. Table 2 compares th 
magnitude of coefficients predicted by the autocovariance analysis in Reference 2 with those fromTab 
1. Results a r e  not yet sufficiently accurate to make a precise definition of the geoid a matter of concf 
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in anycomparisons.Aninterestingstudyby Pellinen (Reference10)giveseffectsontheorder of
_0.08 × 10 -_ on A3.=, Bs,, from the higher order term in Molodenskii's theory.

STATION POSITIONS

Since the errors in station positions connected to the major geodetic datums are believed to be

smaller than the principal effects of the tesseral harmonics on satellite orbits, determinations for

datum shifts so far are even more speculative than those for the gravitational field. Experience has

borne out the estimates of station position accuracies fairly well: Usually position shifts of less than

100 meters are required to get a best fit to satellite observations for stations connected to the prin-

cipal geodetic systems of America and of Eurasia-Africa, but shifts of more than 100 meters are

ordinarily needed for a station on an isolated system such as Hawaii, Australia, or Argentina. The

sets of observations have not been well-conditioned enough, however, to give results which could be

called conclusive.

SCALE RELATIONSHIP

Despite drag and other complications, the semimajor axis giving a mean motion that fits observa-

tions of a satellite over more than a few days is rather accurately determined-usually with a propor-

tionate error of less than 10 -6 . Holding fixed station positions, or the differences between them,

suggests a possibility for determining the scale relationship of the satellite system to the cgs system.

This relationship is usually expressed in terms of GM, which ties together time and length through

Kepler'slav_. n2a s =GM. There now exists a proportionate discrepancy of 3 × 10 -5 between GM from

terrestrial data and GM from the lunar mean motion and radar distance measurements. In the ter-

restrial determination the most likely defect is the equatorial radius as found by fitting the astro-

geodetic to the gravimetric geoid; in the astronomic determination, the most likely defect is the lunar

mass deduced from the lunar inequality found from observations of Eros (Reference 11). A determina-

tion of GM from satellite motions with the station positions held fixed depends on the accuracy of these

absolute positions--at best the proportionate error is on the order of 5 × 10 -6, whereas a determina-

tion with the differences of positions held fixed depends on the accuracy of the triangulation connecting

the stations-the proportionate error is on the order of 3 × 10 -6 for transcontinental distances. How-

ever, neither way can be considered independent of the determinatiQn made entirely from terrestrial

data.

Determinations from satellite orbits so far have indicated proportionate changes on the order of

10 -5 in GM-without, however, any marked consistency.
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MIDDLE ULTRAVIOLETPHOTOELECTRIC
DETECTIONTECHNIQUES

by
Lawrence Dunkelman, John P. Hennes

and Walter B. Fowler

Goddwrd Space Flight Center

SUMMARY

Astronomical and geophysical observations from rockets in the
ultraviolet region of the spectrum have been either spectral studies
with dispersive optical systems or broad-band photometric measure-

merits at particular wavelength regions of interest. In this paper non-
dispersive opticaltechniques are described for the middle (3000-2000A)
ultraviolet. Bandpass (200-300A) and cutoff filters which may be used
with conventional cesium-antimony photodetectors are described. When

near ultraviolet and longer wavelength radiation must be rejected to a
greater degree, "solar blind" photocathodes, with higher work functions,
such as the alkali teUurides, can be used. These photodetectors, their
calibration, and their applications are discussed.

INTRODUCTION

Optical measurements from rockets by Goddard Space Hight Center have placed new emphasis

on regions of the ultraviolet spectrum that cannot be observed from the ground because of absorption

by the ozone layer at about 25 km altitude. This and other absorbing layers block geophysical and

astrophysical measurements at wavelengths shorter than 3000A. Measurements from rockets in the

region below 3000A have been restricted to certain spectral passbands by the limited development of

filters and detectors. These ultraviolet wavelengths of interest may be divided into two regions: the

middle and vacuum ultraviolet. In round numbers, the middle ultraviolet is from 3000 to 2000A, while

the vacuum ultraviolet extends below 2000A. This paper is primarily concerned with techniques of

nondtspersive optics in the middle ultraviolet.

FILTERS

The variety of optical materials used in the visible part of the spectrum is not available in the

middle ultraviolet. Those materials which are useful can be put into three classes: long-wave pass
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filters which transmit all wavelengths longer than a short wavelength absorption edge; bandpass fil-

ters which transmit moderately well over broad regions of the middle ultraviolet; and absorption

edge filters which have strong absorption over small wavelength intervals and are useful for pro-

ducing sharp transmission cutoffs.

The first category of filter is used in photodetector envelopes, windows, or trimmers to produce

the short wavelength cutoff in spectral response; Figure 1 shows the transmittance curves for various

materials which are available for such use. Coming 9700 glass, with a transmittance of less than

0.05 percent at 2537A, is useful for subtractive filter photometry, for example, with a low pressure

mercury arc source. Corning 7910 (9-54), which is 96 percent silica, is also useful for subtractive

photometry techniques and can be compared with pure fused silica. The nickel sulfate hexahydrate,

NiSO 4 (H20)6 , crystal* is not strictly a cutoff filter, since it has an absorption region from 3500 to

4500A. However, its absorption edge at 1900 makes it a very useful solid for separating the middle

from the vacuum ultraviolet, and it is included here for comparison.

In Figure 1, the two curves marked "5" show different samples of commercial sapphire. The

wide variation in ultraviolet transmittance shows the problem that faces users of this material.

The similar variations in transmittance found in the vacuum ultraviolet materials such as LiF,

CaF 2 , NaF, BaF 2 , etc.--are not found in the fused silica and other materials whose transmittances

are shown in curves 6 to 9. In choosing between fused silica (or cultured quartz) and sapphire

as a phototube window, the advantages in transmission properties must be weighed against those

of sealing properties. For example, with

h12f 
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WAVELENGTH (A)

fused silica a long-graded seal is re-

quired while sapphire is readily sealed

to glass without a graded seal.

Some ofthe curves in Figure 2 illus-

trate the second category of filter mate-

Figure 1--Window transmittance cutoffs in the ultraviolet re-
glon. Curve I is LiF (I ram); curve 2 is CaF2 (1 ram); curve 3
is NaF (1 ram); curve 4 is BaF2 (1 ram); curve 5 is sapphire
(1 mm);curve 6 is fused silica (1 mrn); curve 7 is NiSO4(H20)_
(3 ram); curve 8 is Coming 7910 glass (9-54);curve 9is Corning
9700 glass (2 mm). The two curves numbered "5" indicate the
variation in ultraviolet transmission qualities of commercial
sapphire.

rials, those which transmit within a limite(

band of wavelengths. The NiSO4(H20)e

curve mentioned above is seen here to

have two large transmission regions: one

covering the middle ultraviolet, the other

in the blue-green.

The dashed curve representing the

optical density of a crystal of KCI:KBr

doped with 0.05 percent lead is an example

of an absorption edge filter and is shown

in more detail in Figure 3. The very

sharp absorption edges of these alkali

halide crystals can be used to produce

*Supplied by Dr. W. R. McBride of the Naval Ordnance Test Station, China Lake, California.
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Figure 2--Optlcal densities of typical samples of NiSO4(H20) e crystal, KChKBr:Pb crystal,
cation-X, and Cornlng filters 9-54 and 7-54.

equally sharp edges in transmission filter responses when they are combined with other materials.

A useful variation in the wavelength of this edge can be achieved by varying the ammmts of KBr and

KC1 in the crystal.

The narrow-band multilayer dielectric interference filters widely used for the visible and infxared

regions have not been generally available in the ultraviolet. In the last.five years, however, rocket

measurements have been made with several broad-band ultraviolet filters. One of these is the chemi-

cal filter described by Dunkelman and Field in 1955 (Reference 1). The transmission of this filter,

which was developed to replace the liquid "chemical" filters described by Kasha (Reference 2), can

be inferred from a comparison of curves 13 and 5 in Figure _. The quantum efficiencies of a variety

of photosurfaces discussed in the next section are also shown in this Figure. This chemical filter,

however, is unstable in direct sunlight and its use has been restricted to measurements of the night

airglow and stellar fluxes.

In 1960, several filters were assembled at Goddard Space Flight Center which were quite stable

and that have been used for measurements of both solar and stellar fluxes. These filters, described

in a recent paper by Childs (Reference 3), are made up of the solid glasses and crystals whose char-

acteristics are shown in Figures 1 through 3. The transmittance characteristics 5f a typical filter

are shown in Figures 4 and 5.

Figure 4 shows the transmittance of a 2600A filter made up of lead-doped KChKBr, a sheet of

cation-X, a 3 mm crystal of NiSO4(H10) 6, a Corning7-54 filter, and a Corning9-54 filter. This filter has
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Figure 3--Ultraviolet absorption curves of several lead-doped
alkali halide crystals. The absorption edge may be shifted be-
tween 2650 and 2900A by varying the amounts of KBr or KCI in
the crystal.

an effective bandwidth of 200A and a peak

transmittance of 23 percent. Figure 5

shows the passband portion of the same

curve normalized on a linear scale. The

long wavelength and relatively minor

"leaks" in these filters at longer wave-

lengths can be greatly reduced if neces-

sary by using them with "solar blind"

cathodes; the latter will be described

below.

Broad-band interference filters for

the middle ultraviolet can now be obtained

commercially for wavelengths longer than

2100A. These are of the Fabry-Perot

MDM type (metal-dielectric-metal). They

have a 15 to 20 percent peak transmittance

with a 300A bandwidth at half peak. A

somewhat narrower bandwidth can be

obtained with lower peak transmission.

For solar flux measurements, selected

optical materials described above have

been added to these interference filters

for further trimming. Research on im-

proved Fabry-Perot filters of the MI)MDM

type--where M represents aluminum and

D a low-index dielectric such as MgF

or chiolite (2 NaF.AIF s )--is being carried

out by A. F. Turner (private communication) at Bausch and Lomb and by D. J. Schroeder (private

communication) at the University of Wisconsin.

Notable advances in multilayer interference filters have been reported abroad. Sokolova and

Krylova (Reference 4) report an excellent transmission filter of ThO2 and SiO 2 at wavelengths as

short as 2200A. Sebire, Cojan, and Giacome (Reference 5) report a 2595A multilayer dielectric fil-

ter with 28 percent peak transmission and a 12A passband at half peak. The multilayers are of PbF 2 ,

and cryolite (Nas Al F6 ).

CATHODES

Photocathodes can be divided into three spectral types: those sensitive to both visible and ultra-

violet wavelengths, those sensitive only to ultraviolet wavelengths below 3500A, and those sensitive

only to vacuum ultraviolet wavelengths.
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Typical of the first category is the

iP28 photomultiplier which contains a

cesium-antimony (Cs-Sb) cathode and a

Corning 9741 glass envelope. The long

wavelength response, which extends into

the red (Figure 6, curve 5), is a property

of the Cs-Sb photoemitter. The short

wavelength response is limited by the

glass envelope to 1800A. With a quartz

envelope, as described by Dunkelman and

Lock (Reference 6) in 1950, the short

wavelength response is extended to below

1600A. Recently the spectral range has

been further extended by means of a CaF_,

window. Such tubes have been studied at

Goddard Space Flight Center (Reference 7),

and. the response was found to be com-

paratively fiat down to 1225A, the window

cutoff.

A spectral response with a more con-

stant quantum efficiency can be obtained

by coating the front face of a glass-

enveloped multiplier, for example, the

1P21, with a layer of sodium salicylate
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Figure 4--Transmittance curve of o 2600A filter made up of
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filter, and a Coming 9-54 filter.

MJ
O

Z

Z
<{

I--

MJ

m
I--

laJ

1.0

0.8

0.6

0.4

0.2

P

B

B

n

m

m

n

i

P

0
2300

; I I I
2400 2500 2600

WAVELENGTH(A)

I !

2700

Figure 5--Passband portion of the 2600A filter transmittance curve shown in Figure 4,
here normalized and put on a linear scale.

a

28OO

129



o E

13"

v

>-
O
Z
LiJ

UJ

_E

F--
Z

C_

1

io-]

10-2 IP21

PLUS NaCTHs03

10-3

lO--s

10 -6

OXIDIZED NICKEl. (NBI)

PHOTOTUBI

2000 2400

I
1P28 WITH QUARTZ ENVELOPE

1P28 MULTIPLIER PHOTOTUBE f3

Cs-Te

TANTALUM

CURVE 10 PLUS

CRYSTAL OF Pb-

DOPED KBr:KCi

Rb - Te PHOTOTUBE #29

1P28 PLUS CHEMICAL FILTER

(NiSO4--SORBITAL COMPLEX

AND p-DIMETHYLAMINO-

BENZALDEHYDE)

_ICKEL (NTM)

PHOTOTUBE

2800 3200 3600 4000 5000 6000 7000

WAVELENGTH (A)

Figure 6--Quantum efficiency of various photocathodes. Curves 11 and ]3 represent re-
sponses which include optical filters to improve selectivity. Note that the wavelength
scale changes at 4000A. Curve 6, sodium salycilate, represents the expected flat response
but is not a measured spectral yield.

(NaC 7 HsO3). Sodium salicylate has been shown by Watanabe (Reference 8) to have a nearly constant

quantum efficiency of fluorescence for excitation wavelengths from below 1000A to beyond 3000A; emis-

sion is in the blue-green. Curve 6 in Figure 6 shows a typical quantum efficiency of a 1P21 coated

with sodium salicylate. By using a high-yield end-window photomultiplier and optimizing the coating

thickness, overall quantum efficiencies of up to 5 percent have been obtained. The use of reflectors

to collect some of the forward-emitted fluorescent light can increase this figure somewhat.

For many applications there is a need for cathodes responsive to middle ultraviolet but insensi-

tive to wavelengths longer than about 3500A. These cathodes have been described as "solar blind"

because they are insensitive to sunlight at the earth's surface. They are, of course, responsive to

sunlight above the ozone layer.

The most useful of the solar blind photosurfaces known to date are the alkali tellurides. Cesium-

tellurium (Cs-Te) and rubidium-tellurium (Rb-Te) offer high quantum efficiencies with good solar

blindness (curves 8, 9 and 10 in Figure 6). These responses were first reported by Taft and Apker
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in 1953 (Reference 9). For the middle ultraviolet, Cs-Te and Rb-Te cathodes have shown no sig-

nificant difference in response. The long wavelength tail of curve 9 is produced by an excess of

rubidium above the stoichiometric ratio of two rubidium atoms to one tellurium atom. By varying

the cesium or rubidium content of the cathode, the manufacturer has some control over both the

shape of the response curve in the 3000A region and the peak quantum yield. Increased proportions

of cesium generally cause both slightly higher quantum yield at short wavelengths and increased

sensitivity at long wavelengths. With a LiF window the response of the Cs-Te continues approximately

uniformly into the vacuum ultraviolet. Tubes using Cs=Te cathodes and quartz, sapphire, or LiF win-

dows are now commercially available and make possible a number of interesting measurements that

must be made in the presence of a strong long-wavelength background, such as that from the sun.

Even more solar blind but much less sensitive are the pure metal photocathodes (Reference I0).

Figure 6 shows responses of cathodes of nickel, curve 2; tantalum, curve 4; and oxidized nickel,

curve 3. In each case here, and with other metals not shown, the quantum yields are down by two or

three decades from those of the alkali halide photosurfaces.

Applications using the second category of photocathodes described above often depend on selection

of phototubes for solar blindness as well as quantum yield. One criterion for determining their merit

is their sensitivity to wavelengths below 2900A as compared with this small but measurable response

to sunlight. One such figure of merit, arbitrarily taken, is the irradiance at 2537A necessary to pro-

duce an anode current equal to that produced by full sunlight with skylight excluded. This "equivalent

sunlight input" is admittedly not a precise measurement since the intensity of short wavelength sun-

light, to which the phototube is relatively most sensitive, depends on the angular altitude of the sun,

the clarity of the sky, and the amount of atmospheric ozone. Nevertheless, "equivalent sunlight input"

has proved useful in comparing a wide variety of photodevices. Values for a number of cathodes are

listed in Table 1. The measurements were taken with the sun above 30 degrees altitude in a cloudless

sky. The quantum efficiency at 2537A is also listed. Both the quantum efficiency and solar blindness

should be considered, particularly when available flux in the middle ultraviolet is low and considerable

long-wavelength background is present.

The curves of Figure 7 include the third category--vacuum ultraviolet photodetectors. Phototubes

made by Sommer at RCA with cathodes of copper iodine (Cu-I), curve 3, and cesium iodine (Cs=I),

curve 2, have a very strong rejection of all middle and near ultraviolet wavelengths but a large re-

sponse at the short wavelengths around 1200A.$ Also shown for comparison are two metal cathode

responses (nickel and tungsten), and the flat response of Cs-Sb in the phototube with the CaF 2 window

mentioned above.

Figure 8 shows some of the photomultipliers examined at GSFC. The ASCOP ° tube (third from

the left) with the LiF window, and the CBS °* tube (at the far right) with the sapphire window, are both

commercially available solar blind photomultipliers using Cs-Te photocathodes.

*ASCOP Division of Electro-Mechanical Research Inc.

**CBS Laboratories, a Division of Columbia Broadcasting System, Inc.

SThe large quantum yiel_ls shown for these tubes represent an early and preliminary measurement. Subsequent measurements of Cs-I and
Cu-I cathodes show that in general a peak quantum efficiency of 10 to 20 percent is more typical with Cs-I being 3 to 5 times more
sensitive than Cu-I at the Lyman Alpha wavelength (1216A).
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Table 1

Solar Blindness of Various Cathodes.

Photocathode

Equivalent
Sunlight Input*

hu \atts
at 2537A_}

kcm'/

Quantum
Efficiency
at 2537A

photoelectrons_
quantum ]

Cesium-Tellurium

Cesium-Tellurium

Cesium- Tellurium

Cesium-Tellurium

Tantalium

Oxidized Nickel

Silver

Nickel

Copper Gauze

1.7 x i0-5

1.2 x i0-s

8.5 x 10-6

6.7 x 10 -_

8 x i0-9

6 x i0-9

3 x i0-9

1 x 10-9

2 x 10-1,

5x 10 -2

2.7 x 10-2

13 x 10-2

1.4 x 10-2

6.5 x i0-4

3.5 x i0-4

1.5 x 10-s

5x 10 -6

2.8 x i0- _

Remarks

Semitransparent cathode in a
photodiode.

Semitransparent cathode in a
14-stage photomultiplier

Opaque cathode in a photodiode

Semitransparent cathode in a
14-stage photomultiplier

Opaque cathode in a photodiode

Opaque cathode in a 9-stage
photomultiplier

Opaque cathode in a 9-stage
photomultiplier

Opaque cathode in a 9-stage
photomultiplier

Photon counter

*Watts/cm2of 2537A radiation required to produce a detector signal equal to that produced by full sunlight (less sky background).
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Figure 7--Spectral response
curves of a variety of photo-
cathodes showing the high
rejection of some of the
iodide compounds at longer
wavelengths. The advantage
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also evident. The dashed
portions represent estimated
yields interpolated between
the measured values at
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Figure &Some of the photomultipliers examined at the Goddard laboratory. Left to righk RCA 1 P28, Cs-Sb cathode, 
9741 glass envelope; RCA 7151c (ruggedized version of 6199 tube); ASCOP 541F, semitransparent Cs-Te cathode, LiF 
window (potted with resistor chain i n  place); EM1 62568, semitransparent Cs-Sb cathode, fused silica window; RCA 
(A.H. Sommer experimental tube), Cs-Te cathode, LiF window; CBS CL 1067, semitransparent Cs-Te cathode, sapphire 
window . 

Table 2 
Commerc io I Photomultipliers and Photodiodes Examined 

at Goddard Space Flight Center. 

Tube 

Photomultipliers 
EMI' 

6256B 
62553 

CL1050 
CL1067 

1P28 
(270128 

541F08 
541F05M 

Photodiodes 

CBSt 

RCAt 

ASCOP§* 

CBS CL1051 
RCA ~7012611 
ITT FW 156" 
ASCOP 540F 
Westinghouse 

Cathode 

cssbo 
"S" 

Cesium- Antimony 
Cesium- Tellurium 

Cesium- Antimony 
Cesium- Tellurium 

Cesium- Tellurium 
Cesium- Tellurium 

Cesium- Antimony 
Cesium- Tellurium 
Cesium- Tellurium 
Cesium-Tellurium 
Cesium- Iodine 

*Electrical Musical Instruments/United States 

Window 

Quartz 
Quartz 

Sapphire 
Sapphire 

974 1 
Li F 

Li F 
Sapphire 

Sapphire 
LiF 
Li F 
Li F 
Li F 

Cathode 
Diameter 

(mm) 

10 
42 

19  
42 

8 x23$t 
12 

10 
25 

12t$ 
11 
l l t t  

0 
1 2  

Tube 
Diameter 

(cm) 

5.1 
5.1 

5.1 
5.1 

3.3 
1.9 

3.2 
3.2 

2.5 
1.9 
1.9 
1.9 
1.9 

Tube 
Length 
(em) 

10.7 
12.0 

16.8 
15 

8.0 
8.9 

12.7 
11.4 

7.0 
4.4 
3.8 
6.3 
6.3 

Quoted Dark 
Currents t t at 
Gains of 10 

(amperes) 

10 - 9  
6 x 10-9 

3 x 10-9 
not available 

5 x 10 
not available 

2 x 10-11 
1 x 10-10 

ttMuch lower dark currents have been measbred at GSFC for all of 
XBSLaboratories, a Division of ColumbiaBroadcasting System,Inc. 
$Radio Corporation of America Laboratories. 
§ASCOP Division of Elecrro-Mechanical Research, Inc. 
lbadio Corporation of America Electron Tube Division. 

these tubes. A dark current of 2.5 x 10-12 ampere at a gain of 106 
has been observed for a Cs-Te photomultiplier. 

SSOpaque cathode deposited w a metal substrate. 
***Tubes potted with resistor chain in place. 

**International Telephone and Telegraph Laboratories. 
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Additional data on specific phototubes are included in Table 2. A recent paper (Reference 11)

describes the properties of spectrally selective photocathodes in more detail.

CALIBRATION

Calibration of the photocathodes has been divided into two phases. In the first phase, the relative

cathode spectral response is determined from measurements taken at the exit beam of the Cary 14

double monochromator and the 1 meter McPherson vacuum monochromator. A hydrogen arc light

source is used with both instruments. The quantum yield of sodium salicylate fluorescence is taken to

be constant throughout the wavelength region from above 3300A down to below 1000A. For this reason

the relative spectral response of the unknown photocathode, in terms of quantum yield, can be ob-

tained by comparing the photocathode response to the monochromator beam with the fluorescent re-

sponse of sodium salicylate to the same beam.

In the second phase, the relative quantum yield is put on an absolute basis by optical bench meas-

urements. In general, use is made of a calibrated 2537A line of the mercury arc. On some oc-

casions, the 2138A line of a zinc arc and the 1849A line of the mercury arc are also employed.

The mercury arc used is a small pencil-like septum lamp described by Childs (Reference 12).

This lamp has a flux at one meter of about 2 _w/cm 2 for a specified axial position and is relatively

insensitive to ordinary changes in line voltage or room temperature. The mercury arc 2537A line

calibration is based on the use of three calibrated ultraviolet intensity meters, each consisting of a

cadmium photocell and simple electrometer amplifier. These intensity meters were manufactured

by the Lamp Development Laboratory of the General Electric Company. They were calibrated by the

GE Company and are frequently compared against each other at GSFC. Their accuracy is estimated

to be within 5 percent. These meters are used as a laboratory calibration reference and are em-

ployed each time a photosurface yield is measured against a mercury arc lamp. Thus, reliance is

placed on photosurfaces rather than on discharge sources. The calibration of these meters has been

checked by comparison with National Bureau of Standards (NBS) sources: first with an NBS mercury

source by means of an NBS tantalum cell; then at GSFC with an NBS standard carbon filament lamp

by means of a gold-black Golay cell.

GEOPHYSICALAND ASTRONOMICALAPPLICATIONS

To date, middle ultraviolet astronomy (Reference 13) has been limited to preliminary surveys of

the sky from unguided rockets. Most of these sky-survey type measurements have been made from

White Sands, New Mexico (Reference 14), and Wallops Island, Virginia, with American Aerobee ve-

hicles. More recently, southern sky measurements have been made from Woomera, Australia, with

United Kingdom Skylark rockets. Although filter limitations have allowed only broadband photometry

in certain spectral regions, these surveys are nevertheless of considerable value for comparison

with predicted ultraviolet intensities and for intelligent planning of more sophisticated experiments.
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A typical photometeris shownin Figure9. Thesephotometersmaybemountedin pairs, triplets,
etc., with parallel opticalaxes. Witheachphotometersensitiveto a differentband,multicolor ob-
servationscanbetaken. Theorientationis suchthat duringobservationthe combinedprecessionand

rotation of the rocket causes the photometers to scan a large portion of the sky. To increase the sky

area coverage, sets of photometers may be pointed at several angles with respect to the rocket axis.

On recent flights instruments have been mounted 105, 90, and 75 degrees from the longitudinal axis

of the rocket.

Figure 10 shows, as an example, selected portions of a telemeter record for one photometer and

demonstrates the heretofore unavailable data which may be obtained from simple middle ultraviolet

techniques. In this case, the photometer optical axis was inclined 75 degrees from the rocket axis.

During the portion of the flight represented by the upper trace the rocket was rising out of the airglow

layer, and the stars may be seen superimposed on a decreasing airglow signal. In the lower traces

the rocket was above the emitting layer, and the strong saturated signal at the edges of the trace is

due to the bright airglow "horizon."

The ultraviolet airglow is of interest in its own right. Broida and Gayden (Reference 15) found

that the Herzberg bands of molecular oxygen were the dominant feature in laboratory-produced air

afterglow between 2500 and 3000A. Rocket measurements have shown this layer to be between 85 and

120 km, with ozone absorption evident up to 50 kin.

The solar blind photocathodes described earlier may be used in photomultipliers for many con-

ventional applications. In addition, work has begun on image converter tubes which will be selective

to the middle and vacuum ultraviolet. Using such devices in a monocular or binocular system, an

astronaut might survey for astrophysical or geophysical effects.

AMPLIFIER AND POWER SUPPLY

SECONDARY FIELD LENS __ _

FI LTER
PHOTOMULTIPLIER TUBE

EMI 6256 N

PRIMARY TELESCOPE MIRROR

PRIMARY FIELD LENS

SECONDARY
MIRROR

Figure 9--Photometer used for recent stellar measurements at Woomera, Australia. The objective mirrors
are a modified Cassegrainian arrangement with a concave parabolic primary and a spherical secondary.
The field lenses are quartz. In the filter cavity, filter pieces with diameters from 2.8 to 4.2 mmare
centered over the entrance aperture.
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Figure 10-Telemeter record of 2700A rocket borne photometer. Saturated signals at the endsof the trace are due to the
airglow •horizon. Each trace is 12 seconds in duration. Telemeter calibrations indicate I volt steps.
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LOW-ENERGYTRAPPED PROTONS

Leo R. Davis

and

James M. Williamson

Goddard Space Flight Center

SUMMARY

A scintillation detector designed to measure the directional inten-
sity and spectrum of 100 kev to 4.5 Mev protons and the directional
energy flux and spectrum of 10 to 100 kev electrons has been flown on
the Explorer XII satellite (1961 v). Analysis of a portion of the data
recorded during the last half of August 1961 has shown that (1) the
radial distance to the outer boundary of the geomagnetically trapped

radiation is variable, ranging from 8.5 to 11.0 R, ; (2)electrons are
trapped more or less uniformly from 2 R to the outer boundary; and
(3) protons are trapped throughout the same region.

The proton intensity peaks on the dipole field line having an equa-

tional radius (R value) of about 3.5 R, where the maximum intensity
is 6 x 10 _ protons/cn_ -sec-ster. The proton spectra may be approxi-
mated by exp (-E/Eo) with, for example, Eo values of 400, 120, and
64 key at Ro values of 2.8, 5.0, and 6.1 R,, respectively.

During the magnetic storm which began on September 30, 1961, the
proton intensity measured at high latitudes was enhanced by a factor
of 3. The possibility that the main phase decrease of the storm was
produced by the protons is discussed.

INTRODUCTION

The directional intensity and spectrum of 100 kev to 4.5 Mev protons and the directional energy

flux and spectrum of 10 to 100 kev electrons trapped in the geomagnetic field have recently been

measured on the Explorer XII satellite (1961 v). Explorer XII was launched at 0321 UT, August 16,

1961, into an elliptical orbit inclined 33 degrees to the equatorial plane, with a perigee altitude of

300kin, an apogee altitude of 77,300km, and an orbital period of 26-1/2 hours. Initially, apogee was near

local noon. The satellite instrumentation functioned properly up to December 6, 1961, when it

abruptly ceased transmitting. Data were recorded nearly continuously throughout the life of the sat-

ellite, and when'processed will be available for about 80 percent of that time. When the satellite

ceased transmitting, apogee was near six hours local time.
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The analysis, to date, has been in the nature of an initial survey to establish the proper opera-

tion and calibration of the instrumentation and to determine the gross features of the electron and

proton radiation. The results have shown that (1) the trapped radiation exhibits a well marked outer

boundary whose position is variable, ranging from 8.5 to 11.0 R, ; (2) electrons are trapped more or

less uniformly from 2 R, to the outer boundary; and (3) protons are trapped throughout the same

region•

The present paper reports the initial results on the low energy trapped protons.

INSTRUMENTATION

The ion-electron detector flown on Explorer XII is similar to detectors flown previously on

sounding rockets to measure auroral particles (Reference 1) and solar flare protons (Reference 2).

It employed a 4.4 mg/cm 2 thickness of powder phosphor, ZnS(Ag), settled on the face of a photo-

multiplier tube which was located behind a stepping absorber wheel. This is illustrated in Figure 1,

which also shows a block diagram of the electronics. Both the dc output and the pulse counting rate

of the phototube are telemetered. The ambient radiation can be admitted through either of the two

apertures shown in Figure 1, depending on the wheel position. When radiation entering through the

lower aperture is allowed to pass through the wheel, it reaches the phosphor directly. Radiation en-

tering through the upper aperture can only reach the phosphor after having scattered off the gold

surface shown positioned in front of the apertures in Figure 1.

I HV

SUPPLY

ANODE

READ-OUT

t SYNC

PRE - TRIGGER RATE SIGNAL

AMPLIFIER ( 100 kev) _IETER TO
TELEMETER

ABSORBER

WHEEL ANALOG

SIGNAL
8TH DYNODE/ ELECTROMETER TO

IN429 + TELEMETER

PULSE 1GENERATOR

I WHEEL
t ADVANCE

SYNC

Figure 1--Simplified drawing of ion-electron detector geometry and block diagram of electronics
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Whenthedetectoris operated in the scatter mode, the dc current of the phototube is essen-

tially a measure of the energy flux of electrons since few protons or other heavy particles will be

scattered. In the direct geometry, the current is a measure of the total energy flux of particles

stopping in the phosphor. The measured sensitivities as a function of particle energy are shown in

Figure 2 for electrons and protons incident in the direct geometry and for electrons in the scatter

geometry. Sensitivity is defined here as the phototube output current per unit power of the mono-

energetic particle beam passing through the aperture.

The trigger level of the pulse channel is set to count ions losing 80 kev or more energy in the

phosphor. The measured proton counting efficiency as a function of proton energy is shown in

Figure 2. From the figure it can be seen that the proton counting efficiency exceeds 50 percent be-

tween 100 kev and 4.5 Mev and falls off rapidly outside this energy range. The detector also counts

heavier ions with high efficiency, i.e., alpha particles having energies between 120 kev and 130 Mev.

Electrons are discriminated against by the phosphor thinness (the maximum average energy loss of

an electron which will just traverse the phosphor is 60 kev) and by the particular light-pulse-decay

characteristic of the ZnS(Ag) phosphor which allows electron-produced pulses to be partially dif-

ferentiated out in the pulse amplifier. As a result, single electrons will not be counted.

The low energy cutoff of the response curves shown in Figure 2 results from the particles having

to penetrate a 1000A thick aluminum coating on the phosphor (and, in addition, for ions to lose 80

kev in the phosphor to count). The wheel is used to interpose additional absorber which moves the

low energy cutoff to successively higher values. The ratio of outputs with the different absorbers

gives a rough measure of the energy spectra and a quite sensitive measure of any change in the

spectra of electrons or ions. A thick plug position is provided on the wheel to determine the back-

groundproduced by any penetrating radia-

tion reaching the phosphor through the

sides of the detector. There are also SENSII:IVITY, s
DIRECT GEOMETRY

three wheel positions with radioactive PROTONS

sources for inflight calibration.

This paper presents proton intensi-

ties and spectra derived from the counting

rate and absorption data on the assump-

tion that all of the particles counted were

protons. In this regard it should be

noted that a second count rate channel

was included to determine the ratio of

protons to heavier ions. The trigger level

of this channel was set greater than the

energy loss of a proton which would just

traverse the phosphor, i.e., at 900 kev

compared to 800 key. The results of apre-

liminary analysis show that a significant

portion of the particles were heavier than
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Figure 2--Current sensitivities to electrons and protons and pro-

ton count efficiency of ion-electron detector with no absorber
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protons. These results are dependent on the trigger level remaining stable, and an analysis which

will test this stability is now being made. Should the results be confirmed, the present proton in-

tensities will need to be corrected downward. The correction will be 30 percent or less, and the

shape of spectra will be little affected.

The count-rate meter has a 0 to 5 volt analog output which is proportional to the logarithm of

the number of counts stored since the last readout. The output was sampled three times per second.

Telescope factors of 5.8 x 10 -4 and 5.4 x 10 -3 cm 2-ster were employed and proton intensities up to

10 7/cm 2-sec-ster could be measured.

The electrometer has a 0 to 5 volt analog output proportional to the logarithm of the input cur-

rent for currents of 10-10 to 10 TM amp. Thus, electron and proton energy fluxes from about 10 -2 to

10 ÷4 erg/cm 2-sec-ster could be measured.

The detector was positioned to look out at 45 degrees to the satellite spin axis. Full opening

angles of 15 degrees and 22 degrees were used. The satellite spun about an axis which was fixed in

inertial coordinates with about a 2-second spin period. Thus, it is possible to measure directly the

angular dependence of the particle fluxes. Over the satellite orbit, the angle between the spin axis

and geomagnetic field varied from 25 degrees to 90 degrees; therefore, the scanned range of par-

ticle pitch angles varied from as much as 0 to 90 degrees to as little as 20 to 70 degrees. The de-

tector orientation in inertial coordinates

and with respect to the local magnetic

field was measured byasolar aspect

indicator, and a three component magne-

tometer (the magnetic field measurements

on Explorer XII were performed by Dr.

Lawrence Cahill, of the University of New

Hampshire, who kindly provided the mag-

netic orientation data).

RESULTS

Figure 3 shows counting rates and

currents as a function of radial distance

measured on August 24, 1961, for the

wheel positions whose response curves

are shown in Figure 2. Also shown is the

background current measured with the

thick plug covering the apertures, and the

geomagnetic latitude of the satellite. The

counting rate curve shows that protons

were present from 54,000 km radial dis-

tance down to 10,000 km. The peak pro-

ton intensity measured on this pass is

7 x 106/cm2-sec-ster at three R e. The

O
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Figure 3--1on-electron detector output currents and count rate
as a function of geocentric distance on Explorer XII pass 7b
August 24, 1961. The geomagnetic latitude of the satellite is
a Iso shown
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difference between the current measured in the scatter geometry and the background current is a

measure of the electron energy flux. As may be seen, the electron flux rises to a maximum at 35,000

km and slowly decreases with increasing distance out to 54,000 km, where an abrupt discontinuity is

observed and the electron flux drops below a detectable value. The difference between the current

measured in the direct geometry and scatter geometry could only be produced by protons and thus

confirms the count rate data. The peak in the background current apparently is due to the penetrating

radiation which forms the "outer belt" as defined by Geiger-Milller counter measurements (Reference 3).

The pitch angle distributions of the protons on the dipole field line having an equatorial radius

(Ro value) of 3.5 R, are shown in Figure 4. In Figure 4a are plotted the eight dynode currents meas-

ured at various local pitch angles on three crossings of the field line, each at a different geomagnetic

latitude. The smooth lines drawn through the data points have been transformed from local pitch

angle to equatorial pitch angle, assuming a dipole field and a constant (sin 2 _)/B, and are shown in

Figure 4b. The three segments of pitch angle distribution so obtained are in reasonable agreement

and together trace out the equatorial pitch angle distribution from 10 to 72 degrees. The resulting

distribution is well approximated by a sinS% curve, where % is the equatorial pitch angle.

Proton spectra measured on three field lines on August 26 are shown in Figure 5. The data are

plotted as integral spectra; however, it should be noted that the detector does not measure protons

having energies greater than 4.5 Mev and we are thus assuming there is no significant number of the

PROTON PITCH ANGLE DISTRIBUTION

ON R• = 3.5 EARTH RADII FIELD LINE

PASS Ob, AUGUST 17

XM ----9 °

I_ASS 8b, AUGUST 26

)'M = 20 °

PASS Oa, AUGUST 16

/_ XM = 34 °

( b ) CORRESPONDING EQUATORIAL
DISTRIBUTIONS ASSUMING

DIPOLE FIELD AND
sin 2 <x

-- constant
B

bJ
Z

o

0 30 60 90 0 30 60 90

LOCAL PITCH ANGLE EQUATORIAL PITCH ANGLE

( degrees ) ( degrees )

Figure 4--(a) Measured local pitch angle distributions of low energy protons on three crossings of the

3.5 Ro field llne (b) The corresponding equatorial pitch angle distributions
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Figure 5--Integral proton spectra measured on three field lines by
Explorer XII (pass8b), on August 26, 1961

higher energy protons. The resulting steep spectra appear to justify this assumption. Spectra at a

number of positions and times have been analyzed and, in general, the trapped proton spectra are

better approximated by an exponential law than a power law. As may be seen, the spectra steepen as

we move from lower to higher field lines. On field lines having Ro values less than about 3 or 4 R,,

the spectra show a flattening below a few hundred kev energy which means that protons below this

energy are absent. This cutoff energy is about the energy below which the charge exchange process

becomes dominate over the coulomb scattering process in determining the proton lifetimes. For

example, the spectrum shown in Figure 5 for 2.8 R, flattens between 200 and 300 kev. The lifetimes

calculated by Liemohn (Reference 4) for this field line and latitude show that a 200 key proton has a

lifetime of about 5 days and the lifetime decreases rapidly at lower energies, whereas a 300 kev

proton has a 30-day lifetime and the lifetimes of higher energy protons increase relatively slowly

with increasing energy. By comparison in Figure 5 it will be noted that the proton spectrum obtained

on the 5 R, field line extends down to 100 kev. The lifetime of a 100 kev proton on this field line,

limited by charge exchange, is about 50 days.

Figure 6 shows the preliminary results of mapping the spatial distribution of the low energy

protons. In Figure 6b are plotted the intensities of mirroring protons as a function of R o for five

passes in late August. In Figure 6a the trajectories for these five passes are plotted in the geo-

magnetic latitude -- Ro plane. The points on each trajectory where the proton intensity reached 107

protons/cm 2-sec-ster are indicated by circles. The dashed line drawn through these points is, there-

fore, the corresponding proton intensity contour. The contour for an intensity value of 106 is
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similarly shown. As maybeseenthere-
suiting contoursshowthat the low energy

proton intensity is a maximum at about

3.5 R_.

The pulse channel of the detector

is in saturation at intensities above

107/cm2-sec-ster. This effect can be

seen on pass 8b in Figure 6b. The dc

channel at this time is still some three

decades below saturation and thus may be

used to measure the proton intensity at

the higher values. This has been done for

passes 0b and lb in Figure 6b. As may be

seen, the maximum proton intensity is

about 6 x 107/cm2-sec-ster measured

some 7 degrees off the geomagnetic

equator. This measurement should be

accurate to ± 50 percent. A more accur-

ate value will be obtained when the spec-

trum in this region is derived. Using the

measured pitch angle distribution and as-

suming an average proton energy of 400

kev, we calculate the proton density to be

one-half proton per cubic centimeter. The

corresponding proton kinetic energy den-

sity of 2 x 10 s ev/cm s is about one-tenth

the energy density of the geomagnetic field

at this point.

Ro ( 10 3 km )
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Figure 6-(a) Six Explorer Xll trajectories mopped in the geo-
magnetic latitude - Ro plane, and proton intensity contours for
J = 10' and 10 _ protons/cm=-sec-ster (b) Directional inten-
sities of locally mirroring protons (120 kev< E <4.5 Mev)as
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The proton energy density in the region from 4 to 8 R, shows a remarkable tendency to track

the field energy density. This is illustrated in Figure 6b where the curve labeled "JK (200 kev)"

shows the directional intensity of 200 kev protons which, if isotropic, would have a kinetic energy

density equal to the dipole field energy density. As may be seen, the proton intensity measured at

low latitudes is about one-third of JH (200 key). When the proton pitch angle distribution is taken

into consideration this means that the ratio of field energy density to proton energy density in the

equatorial plane is approximately 6 in the region 4 to 8 R e.

Nineteen more or less complete passes through the proton belt are presently available for

studies of temporal variations. The data obtained on 15of these passes, scattered through the period

August 16 to September 30, 1961, show no temporal change in the proton intensities measured on

field lines which have Ro<7 R,; i.e., the data are constant to within +30 percent.

At 2108 UT on September 30, a sudden commencement (SC) occurred which was followed by a

magnetic storm lasting several days. At the time of the SC, Explorer XII was nearing apogee. The
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nextpassthroughthe proton belt occurred some 17 hours later. On this pass and three succeeding

passes on October 1 and 2, the proton intensities measured in the region from 3 to 4.5 R were

greater by a factor of 3 than the pre-storm values. However, the satellite crossings of this region

were at geomagnetic latitudes greater than 30 degrees so that only protons having equatorial pitch

angles of 34 degrees and less were sampled. From the pre-storm pitch angle distribution, it is

known that only 4 percent of the protons trapped in these field lines have equatorial pitch angles of

34 degrees or less. Thus, with these data we cannot determine whether the total proton population

was increased or whether there was simply a redistribution in pitch angles of the pre-stormpopulation.

The total kinetic energy of the trapped low energy protons exceeds that of any other known pop-

ulation of trapped particles, and thus their disturbance of the geomagnetic field is greatest. It is of

obvious interest to determine the magnitude of the disturbances. Akasofu, Cain, and Chapman (Ref-

erence 5), using a computer code developed for a previous theoretical study, have calculated the

disturbance for a model proton belt which closely approximates our pre-storm belt. The results pre-

dict a decrease in the surface equatorial field of 40 7. They have further calculated (private com-

munication) the additional disturbance which would result if the storm time increase existed at all

values of pitch angle. The results predict an 80 7 additional decrease which is to be compared with

D,t values of 60 to 30 7 on October 1 and 2. Thus, we may hypothesize that the main phase decrease

was produced by these low energy protons. A second large magnetic storm and several small storms

occurred during the life of Explorer XH. When these data become available, further tests of this

hypothesis will be made.

There are no previous measurements of trapped protons below 1 Mev in the region of the outer

belt. However, the rocket measurements of Bame, Conner, et al. (Reference 6) have clearly shown

that protons having energies down to 1 Mev are trapped on field lines having Ro values around 2.5

to 3 R.. A preliminary comparison with their data, using, however, only dipole coordinates, shows

agreement in both intensity and spectral slope for proton energies of around 1 Mev. Our results

may be related to the results of Naugle and Kniffen (Reference 7) and of Freeman (Reference 8);

however, to date no comparison has been made.
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COSMIC RAY OBSERVATIONSIN SPACE

D. A. Bryant*, T. L. Cline, U. D. Desai* and F. B. McDonald

Goddard Space Flight Center

SUMMARY

The Explorer XII cosmic ray experiment is described and measure-
ments made during the solar event of September 28, 1961, are discussed.
Galactic cosmic ray measurements are also reported. A few hours before
the class 3 flare of September 28 two short counting rate increases were
observed and these have been interpreted as electron bursts. The ani-
sotropy of the solar protons is described. It is found that the history of
the intensity of the solar protons is consistent with their having diffused
through interplanetary space with an effective mean free path of 0.04 AU.
An estimate of the distance from the sun at which diffusion becomes un-

important and particles escape gives 2-3 AU. Simple diffusion, does not
account for the anisotropy observed early in the event. Two days after the
flare there was a large increase in the intensity of protons with energies
less than 15 Mev. As most of these particles, which have been called
"energetic storm particles", arrived after the sudden commencement, it
is suggested that they were solar protons trapped within the plasma cloud
which caused the magnetic storm. A possible trapping mechanism is out-

lined. Explorer XII measurements of the Forbush decrease of September
30, 1961, are compared with neutron monitor measurements at Deep
River. The decrease is larger at Explorer XII by a factor of 1.7 ± .3.

INTRODUCTION

Explorer XII (1961 v) was launched on August 16, 1961, into a highly elliptical orbit having an

initial perigee of 6700 km, an apogee of 83,600 kin, and an orbital period of 26.5 hours. During its

active life the satellite, at apogee, was on the sunlit side of the earth. For more than half the time

in each orbit the satellite was beyond the magnetosphere so that it was possible to obtain cosmic ray

measurements free from the influence of the earth's magnetic field and the Van Allen radiation.

The cosmic ray experiment on Explorer XII was designed to measure the intensity and energy

spectra of the galactic cosmic ray protons between 100 and 600 Mev and the total proton intensity

above 600 Mev. The objectives of the experiment were to study the ll-year modulation, diurnal

variations, Forbush decreases, and other modulations that occur in the primary cosmic ray intensity

in addition to the dynamics of solar cosmic ray events.

*NAS-NASA Resident Research Associate
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The lower limit of the detectable proton energy spectrum can be extended from 100 Mev, the

quiet-time value, to 3 Mev during solar cosmic ray events. This extension, possible only when the

intensity at low energies exceeds the background produced by the high energy particles, provides a

sensitivity about 50 times greater than that which can be achieved by riometers.

This paper describes the detectors used and discusses the measurements made during the solar

cosmic ray event initiated by a class 3+ flare on September 28, 1961. Fortunately, the satellite was

at apogee both at the time of the arrival of the solar cosmic rays and when the magnetic storm began

two days later.

The rise and recovery of the solar proton intensity were recorded as a function of energy from

3 to 600 Mev. A plasma cloud, apparently emitted at the time of the flare, produced a large mag-

netic storm and a moderate Forbush decrease about 46 hours later. At the time of the sudden com-

mencement of the magnetic storm, an increase in the intensity of low-energy (E<30 Mev) protons

was observed. The other four solar cosmic ray events observed during the ll2-day active life of

the satellite, and further details of the modulation of galactic cosmic rays, will be discussed in

subsequent reports.

DETECTORS

Three cosmic ray detectors were used. The details of the electronics for this experiment have

been described by Desai, Porreca, and Van Allen (Reference 1). A scintillation counter telescope

(Figure 1) was used to detect medium energy (E>100 Mev) and high energy (E>I Bev) protons. It is

formed by two thin disks of plastic scintillator, and has a geometric factor of 13.6 cm2-ster. When

a coincidence occurs, the pulse height from one of the scintillators is measured by an on-board 32-

channel differential pulse height analyzer which has a storage capacity of 65,535 counts per channel.

TO
32 CHANNEL

PULSE HEIGHT ANALYZER
f LINEAR

OUTPUT 4

COINCIDENCE
OUTPUT "q--'--

PLASTIC SCINTILLATOR
0.975gm/cm 2

PLASTIC SCINTILLATOR
0.975 8m/cm 2

I owi' HV
PM TUBE "1

PM TUBE 5 m _ RCA t7151 SUPPLY :3"--_1__

LINEAR DETECTOR COINCIDENCE GATING DETECTOR

Figure 1--The scintillation counter telescope. A coincidence must occur to allow the pulse height from

one scintillator to be recorded. This requirement and the bias levels of the 32 channel pulse height an-

alyzer set the lower energy limit of detectable protons at 100 Mev
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Theanalyzerstores information for 5minutesandis readout for 2 minutes during each 7-minute

interval.

The response of the analyzer to galactic cosmic rays on four days is shown in Figure 2 with the

proton energy calibration. During these quiet times most of the particles are minimum ionizing and

produce a well-defined peak between channels 7 and 8. The position of this peak serves as a cali-

bration for all ehannels: a gain shiR of about 4 percent between August 18 and September 6 is well

marked. The distributions shown in Figure 2 are caused by the Landau spread of the minimum-

ionizing particles and by the higher energy losses of the lower energy particles. An overflow chan-

nel records large energy losses and provides a composite measurement of alpha particles and of

protons between 50 and 80 Mev. Statistical fluctuations in the energy loss of alpha particles result

in some of their counts appearing in the last few channels of the analyzer. Since protons of energy

less than 100 Mev are counted in these channels too, the lower limit for measuring protons with the

detector is set at 100 Mev. The upper limR is set at 600 Mev because all protons above this energy

suffer statistical fluctuations in energy loss comparable to the difference in their energy losses.

High-energy electrons can register in the minimum ionization channels but cannot do so in the 100

to 600 Mev proton range.
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A thin CsI (Tl) crystal (Figure 3), 1.9 cm in diameter and 0.5 gm/cm 2 thick, covered only by

a 6.5 mg/cm 2 aluminum foil, extended the measurements to lower energies. An aluminum col-

limator with an average thickness of 1.7 gm/cm 2 surrounds the crystal. The output of the photo-

multiplier viewing this crystal is fed to an 8-level integral pulse height analyzer. Counts are stored

for 1.6 seconds once every 26 seconds at each level, with a 2.6 second interval between changing

levels. Calibration is provided by a small Pu 239 alpha particle source mounted on the front of the

crystal. These alpha particles have an effective energy loss of 3.5 Mev in the CsI crystal.

The energy response for protons incident through the thin foil is shown in Figure 4. The re-

sponse is double valued: Group A represents stopping protons and Group B represents those protons

completely traversing the crystal. The single crystal data are corrected for particles in region B

and for particles that are not directly incident on the foil but pass through the back and through the

sides of the aluminum collimator. Assuming an isotropic distribution, data from the scintillation

counter telescope and Geiger counter telescope are used to make these corrections. The 8th level,

for example, then gives the differential proton intensity between 9 and 14 Mev, and levels 2 to 7

give differential intensities in the region 3 to 9 Mev. The first level is set at 120 kev and is sensi-

tive to electrons above 130 key and to protons above 2 Mev. The electron data will be discussed

in a subsequent paper when bremsstrahlung, scattering, and nuclear-interaction background cor-

rections have been evaluated.

A Geiger-Mfiller (GM) counter telescope (Figure 5) consisting of two halogen-filled disk-shaped

counters, is the third detector. The telescope counting rate and the rate of the top counter are

sampled for 1.6 seconds every 26 seconds. The active volume of each counter has a diameter of

4.45 cm and a depth of 1 cm. The geometric factors of the telescope and the single counter are

functions of particle energy; these are shown in Figure 6. The threshold for the telescope is 70

Mev for protons and 8 Mev for electrons. Its efficiency is 88 percent for singly-charged minimum-

ionizing particles.

By assuming an energy spectrum of the form AE-7 for solar cosmic rays, A and :_ can be eval-

uated from the telescope and single GM counter rates. The GM counters were included primarily

ALUMINUM FOIL

CsI(Tl)

1.9 cm DIAMETER

0.5 gm/cm2 THICK
OUTPUTTO

/ Ir - S-LEVEL
-" INTEGRAL

ANALYZER

HV
PM TUBE POWER
RCA/7151 SUPPLY

, It, o

Figure 3--The scintillation counter assembly. The thin cesium iodide crystal, the aluminum
collimator and foil, the photomultiplier and power supply are shown. The foll and the bias
levels of the 8 channel pulse height analyzer set the lower limit of energy of detectable

protons at 2 Mev
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to assist in interpreting the scintillation counter measuremer_s. The axis of the GM counter tele-

scope is parallel to the satellite's spin axis and orthogonal to the axes of the scintillation counter

telescope and the single CsI crystal.

The detectors were designed primarily to study protons; however, high-energy electrons could

register along with minimum-ionizing protons, while low-energy electrons could be counted only on

the first level of the CsI crystal analyzer.

It is thus possible to construct a complete energy spectrum from 3 to 600 Mev for solar protons

without electron contamination. The geometrical factors of all detectors were such that they sat-

urated or partially saturated within the Van Allen zone.

GALACTICCOSMIC RAY INTENSITIES

Meaningful measurements of the lower energy primary cosmic radiation are more difficult than

those of solar protons because of the preponderance of high energy particles at this stage of the solar

cycle. These high energy cosmic rays have a greater efficiency for the production of secondaries

in the 100 to 600 Mev range than do solar cosmic rays. The accuracy that can be achieved on quiet-

time intensities, therefore, not only determines the extent to which we can study modulation effects

but also delineates the precision that can be achieved on solar protons.

Typical pulse height distributions from the scintillation counter telescope at apogee are shown

in Figure 2. The primary alpha particle distribution is off-scale and cannot be resolved from very

low energy protons and heavily ionizing background. A correction for the Landau distribution

(References 2 and 3) is applied on the form of the curve obtained from _ mesons in a laboratory test.

Only the shape of the curve is used; the location of the peak is determined from the inflight distri-

bution. In addition, a correction is applied in the 100 to 600 Mev region for background produced by

nuclear interactions. This correction, derived from balloon flights with similar detectors, is of the

order of 50 percent in the 100 to 200 Mev region and decreases to 35 percent in the 400 to 500 Mev

region. The differential intensity, shown in Figure 7, is consistent withthe data of Vogt (Reference 4).

In addition, balloon data by Bryant and McDonald (Reference 5) from Churchill at 90 Mev for protons

are in agreement with the Explorer XII data. The integral intensity on August 18, 1960, of

Jp (Ep> 600 Mev) = 1380
particles

m2-sec-ster

also agrees with that expected at this stage of the solar cycle (Reference 6). The total counting rate

of the scintillation counter telescope JT, including off-scale counts and background, is a measure of

the integral intensity of protons of energy greater than 50 Mev plus background. On August 18, 1961,

JT = 2100 + 70
particles

m2-sec-ster
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For comparison, the total intensity

measured by the GM counter tele-

scope is

JT = 1980 + 200
particles

m2-sec-ster

A detailed study of cosmic ray

modulation is not made inthis paper.

The Forbush decrease of Septem-

ber 30, 1961, will be discussed in a

later section.

THE SEPTEMBER 28, 1961
SOLAR COSMIC RAY EVENT

On September 28, 1961, a class

3+ solar flare occurred at 14°N and

30°E. Enhanced H ffi emission began

at 2202 UT, reached a maximum at
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Figure 7-The low energy primary cosmic ray spectrum. The differen-
tial intensity between 0.5 and 1 Bv is consistent both with the results
of Vogt and with a flat spectrum at these rigidities

2223, and ended at 0009 UT on September 29, and a type IV radio outburst occurred at 2212 UT

(CRPL). At 2215 UT, a short x-ray burst reached maximum (K. A. Anderson, private communication).

Preflare Activity

A few hours before the flare (at 1803 UT and at 2105 UT), when the satellite was located outside

the magnetosphere at 80, 000 kin, two short counting rate increases were recorded by the first level

of the single crystal scintillator; these are shown in Figure 8. This level has a threshold of about

2 Mev for protons and about 130 key for electrons and gamma rays, but also responds to pile-up of

high-intensity low-energy electrons as observed in the outer radiation belt. The second level, having

a threshold of 2 Mev for electrons and 3 Mev for protons, did not exhibit an increase. Thus, it is

almost certain that these increases were caused not by protons but by either solar gamma rays or a

cloud of high-energy electrons outside the radiation zone. On the basis of Explorer XII data alone

we cannot decide between these two possibilities. However, Anderson, with a balloon-borne x-ray

detector near the top of the atmosphere after 1800 UT on September 28, did not observe these in-

creases (K. A. Anderson, private communication). We believe, therefore, that these bursts were

due to electrons. The peak intensity observed in the first burst corresponds to about 120 elec-

trons/cm 2-sec-ster.
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Solar Cosmic Rays

The high-energy protons which arrived soon after the flare was observed were detected by the

scintillation counter telescope and the GM counter telescope. Because of noisy reception from the

satellite just at the time of the flare, reliable data were not available until after 2239 UT on Sep-

tember 28, about 24 minutes after the x-ray peak. The solar cosmic ray intensity had then reached

only 50 percent of the intensity of galactic cosmic rays of energy greater than 100 Mev. Plots of

the first few differential pulse height distributions recorded by the scintillation telescope after the

flare are shown in Figure 9, illustrating the form in which the raw data are obtained. "Background"

in the figure indicates the distribution of quiet-time galactic cosmic rays. Inspection of these curves

reveals that, at first, the relative increase in the intensity of minimum-ionizing particles is greater

than that of the more heavily ionizing particles.

Analysis of these distributions gives the differential energy spectra shown in Figure 10. The

energy interval shown is between 120 and 620 Mev; the values of the integral intensities of the protons

near minimum-ionization, or above 620 Mev, are not shown. It is evident that the differential in-

tensity of the higher energy particles was greater at first but was gradually overtaken by the inten-

sities of the successively lower energy particles. Each time-label indicates the start of the 5-minute

interval during which the respective counts were stored in the analyzer. At the time corresponding

to the last curve shown, the higher energy particles were reaching maximum intensity while the in-

fensities of the particles below 100 Mev were still increasing.

Anisotropy of Medium Energy Solar Cosmic Rays

The scintillation counter telescope and the GM counter telescope were oriented on the satellite

with orthogonal axes; the former was perpendicular and the latter parallel to the spin axis. Since
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both the GM counter telescope and the scintillation telescope (used as an integral counter with the

"overflow" counts omitted) had thresholds near 100 Mev, a comparison of the counting rates of these

detectors gives a direct measure of the anisotropy.

The top section of Figure 11 shows the behavior of the ratio of the counting rate increases. The

ratios are normalized to unity for the case of isotropy. For the first few minutes of reliable data

recovery, the GM counter telescope showed almost no increase, indicating that the solar beam was

essentially absent within a large-angle cone centered

- about the spin axis. A similar measure is provided

5 by the ratio of the increases of the counting rates of
> 100 Mev (Scin. Tel.)

> I00Mev (GM Tel.) the single GM counter and the GM counter telescope;

this is indicated in the lowest section of Figure 11.

4 This comparison is valid, since at that time there were

no solar particles of energy between 30 and 100 Mev.

3 The rate measured by the scintillation counter,

o including the overflow channel, and that measured by

< the single GM counter both give integral intensities
cc 2

' above about 30 Mev. The ratio of increases of these

c: I . rates is plotted in the center section of Figure 11. An

_--z_½ 1 _ _ _ _ _ anisotropic beam should produce a ratio smaller than

z 1 unless the beam is confined very nearly within a
O
o plane whose normal is the spin axis, in which case the

___ ratio should be closer to 2.5. The results, then, indi- I
_: I Scin. Tel. + Bias cate that the solar beam began in this plane but smeared
uJ 2 -

I Single GM Counter out towards isotropy within one hour following theCY

_ flare. This trend towards isotropy of all solar protons
tD

,.,_ of energy greater than 100 Mev must hold for all the

'" _ _ _ _ i i energy intervals contained unless the increase in the
intensity of completely isotropic medium-energy pro-

tons masked a possibly prolonged anisotropy of only

5 7 the very high-energy protons.

I > 30 Mev (GM Counter)

4 > 1ooMev (GM Tel.) The equatorial plane of the satellite,defined by

3 the spin axis pointing towards 47 + 0.5 degrees right

2 _ i ascension and -27.5 + 0.5 degrees declination on
I i , • September 28 (Caulk and Davis, private communica-J

___.t z ] L L ___ tion), coincided with the plane which included the di-

2300 2400 rection of the solar beam early in the event. This

UNIVERSALTIME plane intersects the ecliptic plane in a line pointing

Figure 11-Flare increase versus qulet-tlme about 45 degrees west (towards negative right as-

counting rate ratios. The qulet-time isotropic cension) or 135 degrees east of the sun. Assuming
values are normalized to 1. The uncertainty in
the ]sotropic ratio is indicated by the lower bars that the solar protons traveled close to the plane of

at "1 °' on the ordinate scale the ecliptic, one of these two directions is that of the
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apparent, or projected, proton source. The first location, 45 degrees west, agrees with eariler deter-

minations by McCracken (Reference 7) which were calculated from data obtained with ground-based
monitors.

Anisotropy of Low Energy Solar Cosmic Rays

The low energy solar protons also arrived anisotropically but the anisotropy was different from

that observed at the medium energies. Periodic samplings of the intensity of protons at energies

from 2 to 15 Mev are made by the single CsI crystal and the 8-level analyzer. Data are stored while

the detector, mounted with its aperture perpendicular to the spin axis, sweeps through an angle of

290 degrees. Since the interval between samples is not equal to the spin period, the mean direction

of observation changes from one sampling to the next. A complete scan is then obtained in a number

of successive readouts.

A sinusoidal modulation of particle intensity with a period equal to the predicted period showed

that an anisotropy existed for many hours at low energies. For early September 29, the low counting

rates make a statistical analysis necessary to reveal the anisotropy but when the intensity increases

the modulation is very clear and regular. The modulation lasted at least until after the low energy

solar protons reached maximum intensity between 0300 and 0500 UT on September 29, but had dis-

appeared by 24 hours later on September 30. Although further analysis is required to determine the

degree and direction of the anisotropy, analysis to date has shown that the measurements are incon-

sistent with the existence of abeam highly collimated along the "garden hose" interplanetary field lines.

Dynamics of the Solar Cosmic Rays

Following the onset of isotropy of the solar protons of energy greater than 100 Mev, successively

lower-energy groups increased in intensity until about 0300 UT on September 29. Sample differential

spectra taken throughout September 29 and 30 are shown in Figure 12. The decrease in the intensity
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Figure 12-The intensity decay of the solar proton event. Thesedifferential energy spectra, taken over
two days, show the gradual change in the medium and low energy proton intensities
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of the higher-energy components is evident; late on September 29 the slope of the proton energy spec-

trum from about 3 to 600 Mev was about -2, and later, on September 36, it was about -3. The max-

imum spectral intensity of solar cosmic rays in this event was between 1 and 1.5 decades below that

of the November 12, 1960, event (References 8 and 9). Figure 13 shows the behaviour of the integral

intensity of E > 600 Mev protons and the behavior of the differential intensities from two lower-energy

groups. With decreasing energy, later onset times, steeper rises, and greater maximum intensities

were observed. These features persist down to 3 Mev. The time taken for the intensity of each

energy group to reach 90 percent of its maximum can be defined as the delay time of that spectral

component. These delay times are shown in Figure 14 as functions of rigidity. The rectilinear

travel time versus rigidity is indicated for comparison. The dashed line indicates the duration of

the anisotropy of the medium energy particles. For a large energy interval, the delay time is pro-

portional to R- 1/2. The delay time for the higher energy protons is 8 to 9 times as long as the rec-

tilinear travel time; for the low energy protons, it is 3 to 4 times as long.
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Figure 14--The time to 0.9 maximum intensity of the solar protons, versus rigidity. Rectilinear
travel times are indicated far comparison. The dotted lines indicate the duration of the aniso-
tropy of the greater than 100 Mev and of the 2 to 9 Mev components

THE ENERGETICSTORMPARTICLEEVENTOF SEPTEMBER30, 1961

Associated withthe geomagnetic storm and Forbushdecrease that occurred on September 30, about

46 hours after the solar flare of September 28, was a great increase in the intensity of E>15 Mevprotons.
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Figure 15 outlines the events taking place between

September 28 and October 7, showing the intensities of

representative components of the radiation. The Deep

River neutron monitor rate is shown for comparison and

the time of occurrence of the 3+ flare on September 28

and of the sudden commencement of the magnetic storm

on September 30 are indicated. On September 29 and 30

the intensities of all components of the radiation observed

at the satellite were recovering, after the solar proton

event of September 28, towards the preflare levels shown

in the figure. The departures from preflare levels are

indicated by broken lines. At about 1900 UT on Septem-

ber 30, when the satellite emerged from the radiation

zone, the intensity of the greater than 600 Mev component

had returned to normal and the other components were

continuing their recovery. At 1930 UT the recovery of

the low energy protons was interrupted by the arrival of

the storm particles. The intensity of these particles was

still rising when the Forbush decrease started and the

magnetic storm began with a sudden commencement at

2108 UT. It reached a maximum at about 2130 UT, and

had recovered to a value expected from the recovery of

the solar proton event by 2000 UT on October 1. The re-

covery of the intensity of protons between 30 and 600 Mev

was not obviously interrupted for more than a few hours

by the passage of the plasma cloud.

Figure 16 shows the behaviour of the 9 to 14 Mev com-

ponent and the > 5 Mev component at the time of the sud-

den commencement on an expanded time scale. The points

are plotted, when available, at intervals of 25 seconds

and represent data recorded during 1.6 second intervals.

Throughout the storm particle event, both components

show large fluctuations that track very closely. Since

these fluctuations are periodic and are closely connected

with the spin of the satellite, they indicate a spatial an-

isotropy rather than a spatial or temporal variation.

Figure 17a shows energy spectra of the energetic

storm particles at 2124 and 2131 UT on September 30.

The event is essentially a low energy phenomenon and

the intensities at lower energies are more than an order

of magnitude greater than those reached in the solar pro-

ton event. Figure 17b shows that the low energy particles
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are still presentonOctober 2 and 3 while the Forbush decrease, discussed below, is stillin evi-

dence at high energies.

THE FORBUSH DECREASEOF SEPTEMBER 30, 1961

The Forbush decrease of primary cosmic rays is shown in Figure 15 by the depression of the

> 600 Mev component below its normal level during the first few days October 1961. Figure 18 com-

pares the decrease observed at the satellite with that observed by the Deep River neutron monitor.

On the left side of the figure the satellite data are averaged over the times indicated by the horizontal

bars. The right side shows the decrease at the satellite, measured from the September 27 value,

plotted against the daily mean values of the Deep River neutron monitor: the ratio is I. 7 ± 0.3. Fan,

Meyer, and Simpson (Reference 10), comparing the decrease observed on Pioneer V (1960 _) in April

1960 with the Climax neutron monitor decrease extrapolated to the top of the atmosphere, found a

ratio of 1.3 + 0.15: our measurements in October 1961 give 0.9 + 0.2.

T/I
F,gure,8-TheForboshDecreaseSep,ember30.,96, - 27SEPTEMBER

The left side shows the decrease measured by the Deep _ ,-. 0 "-_'_ J

-rVtRiver neutron monitor and the behaviour of protons
> 600 Mev observed on Explorer XII. The right side is a
plot of the decrease at Explorer XII against the decrease o

observed at Deep River _ OCTOBER DATES

"E
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DISCUSSION

There are two main magnetic configurations that have been suggested for the interplanetary

medium during times of high solar activity but when no recent solar outburst has occurred: one is

an essentially radial field caused by continuous emission of the solar wind and curved due to the ro-

tation of the sun; and the other is a dipole field which produces a field perpendicular to the ecliptic
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at low solar latitudes (Reference 11). Both of these configurations contain magnetic irregularities

which can act as scattering centers for solar protons.

Detailed calculations have been carried out for the diffusion of solar protons caused by scattering

at the magnetic irregularities when the influence of the uniform magnetic field is negligible (Refer-

ence 11; and E. N. Parker, private communication). We shall confine our present discussion to

this diffusion model because the quantitative calculations that have been carried out for diffusion

under various boundary conditions permit the mechanism to be tested directly with Explorer XII

data and the values of the parameters to be determined.

The application of classical diffusion theory yields the following expression for the time- and

distance-dependence of the intensity (assumed isotropic) of particles diffusing from a point source

into an infinitely extensive medium:

,
where

I ffiDirectional intensity,

N = Number of particles released at t = 0 and R = 0,

R = Distance from source,

t = Time after release,

v = Particle speed, and

= Mean free path.

R follows that

In[I(Ro,t ) t s/2] -'-In 3/ - 4 Y'X"t" '
27r

where R0 is the astronomical unit. Ifthe theory holds, a plot of In[I(Ro,t) ts/2Jagainst I/tis a

straight line of slope-3 Ro2/4V_ giving the value of _ on substitution for Ro and v. Further, the

intercept at 1/t --0 can then be used to determineN : this aspect will not be discussed here.

Figure 19 shows In [I(R 0, t) t s/2] plotted against 1/t for protons > 600 Mev and for protons

between 200 and 300 Mev. Time is measured from the time of the x-ray burst at the sun on Septem-

ber 28 (K. A. Anderson, private communication). For the first 1.4 hours, when the intensity of

both components was rising irregularly during the anisotropic phase of protons > 100 Mev mentioned

earlier, the above solution of the diffusion equation is inapplicable. From 1.4 hours, when isotropy

is established, to at least 7 hours the intensities of both components show very close agreement with

diffusion theory. The times of maximum intensity of both components occurred during this phase.
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The slope of the straight line is -2.9 hours

for protons > 600 Mev, and -4 hours for protons

between 200 and 300 Mev. Taking V = 0.86 c

as a typical velocity for the protons > 600 Mev,

and V = 0.61 c for protons of 250 Mev,

R-- = 0.042 at 900 Mevo

and

"_o - 0.043 at 250 Mev.

We see, then, that a simple diffusion model

with a mean free path of 0.04 astronomical

unit can explain the behavior of the solar pro-

tons near maximum intensity in this event. The

fact that the mean free path isthe same at values

of rigidity that differ by a factor of 2 further

supports the diffusion theory by indicating that

large-angle scattering occurs at discrete scat-

tering centers and that the diffusion is not

strongly affected by continuous deflection in a

regular magnetic field. It is clear, however,

that simple diffusion in an infinite medium can-

not account for the behavior late in the event,

when the decay is closely exponential as is in-

dicated in Figure 15. A modification of diffusion

theory, by introducing a loss term produced by

a finite boundary to the medium in which the

particles are diffusing (E. N. Parker, private

communication), shows that the intensity late in the event would decay exponentially. The introduction

of general absorption, such as would be produced by the scattering into loss directions in the model

proposed by Elliot (Reference 12), would also introduce an exponential multiplying term into the so-

lution of the diffusion equation. Since no information could be obtained while the satellite was in the

radiation zone between 7 hours and 20 hours after the start of the event, it may not be possible to dis-

tinguish between the case of general absorption, which would introduce an exponential multiplying

term, and the case of loss from a finite boundary, which would show the gradual emergence of an ex-

ponential dependence. Parker (private communication) shows that, if the diffusion takes place only

within a sphere of radius P, the time constant T of the decay late in the event is given by

3p 2
"7- =

_2_.v
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From Figure 15 we see that the time constants are about 4 hours for protons > 600 Mev, and about

16 hours for protons between 200 and 300 Mev. Substitution of the values of V and _ gives P _ 2 AU

for protons > 600 Mev and P _ 3 AU for protons between 200 and 300. Mev.

In the September 28 event, then, the behavior of the solar protons can be accounted for, except

during the first 1.4 hours, by diffusion within a sphere of radius 2 to 3 AU with a mean free path of

0.04 AU. This agreement with diffusion theory does not necessarily establish that the protons were

diffusing within a finite medium, since no account has been taken of the influence of a general mag-

netic field or of the plasma cloud which was approaching the Earth on September 29 and 30.

Axford and Reid (Reference 13) have suggested a mechanism for the production of the particles

responsible for the Polar Cap Absorption that occurred immediately before the magnetic storms of

February 11, 1958, and September 30, 1961. They suggest that solar protons with energies of the

order of 10 Mev were accelerated by repeated reflections from the magnetic field lines bent by the

shock wave ahead of the advancing plasma. Since most of the energetic storm particles seen by

Explorer XII arrived after the sudden commencement, and since the plasma cloud clearly contained

solar protons (Figure 15), we suggest that the particles were solar protons that were trapped in the

cloud during its passage through the interplanetary medium. Turbulent flow in the plasma cloud

might cause regions of enhanced magnetic field to exist. Two such regions connected by a region

of weaker field would form a trap for particles whose rigidities were less than a critical rigidity Pc

determined by the strength of the field and its gradient. If particles with rigidity slightly greater

than Pc entered such a region and were reflected by a region of strong magnetic field moving with

the plasma and away from the particle, they would loose momentum and some would be trapped.

Particles of higher rigidity would be scattered. Whether solar protons could be stored in such re-

gions during the passage of the plasma cloud to the earth depends on the way in which the cloud ex-

pands and how the magnetic fields change with time. Detailed investigations of the intensity fluctua-

tions and directional properties of the energetic storm particles should promote further understanding

of their origin.
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EXPLORERX MAGNETICFIELD RESULTS

J. P. Heppner, N. F. Ness, T. L. Skillman, and C. S. Scearce

Goddard Space Flight Center

SUMMARY

Magnetic field measurements with the Explorer X satellite (1961 _ )
over geocentric distances of 1.8 to 42.6 R e during the period March
25-27, 1961, are presented. Analysis of the close-in data suggests the
existence of a very weak ring current below 3 R e along the trajectory,
but alternative explanations for the field deviations are possible. Be-

tween 8 and 22 Re, the existence of a large scale field directed away
from the sun and earth within the geomagnetic cavity on the evening
side of the earth is demonstrated. At distances greater than 22 R e and

prior to a sudden commencement of a magnetic storm late in the flight,
the geomagnetic cavity boundary crossed the satellite trajectory on six
principal occasions. Interpretations bearing on the form and boundary
conditions of the cavity and solar-interplanetary fields external to the

cavity are presented in the light of probable explanations and alterna-
tives. Emphasis is placed on correlations with geomagnetic activity at
the earth's surface.

INTRODUCTION

Explorer X (1961 _ ), launched at 1517 UT, March 25, 1961, had the specific objective of obtaining

vector magnetic field and plasma flux measurements along a trajectory traversing the geomagnetic

field and extending into the interplanetary medium. Preliminary presentations of the magnetic field

data (References 1 and 2) and the plasma data (Reference 3) were given at the International Confer-

ence on Cosmic Rays and the Earth Storm in Kyoto, Japan, September, 1961. A variety of interpreta-

tions have since been attempted with reference to various models of radiation belt currents, the

geomagnetic cavity in the solar wind, the boundary properties of the cavity, and interplanetary field

configurations. Direct interpretation in terms of existing models is not possible and their principal

value is that of providing guidelines. In the case of model derivations of the surface geometry of the

cavity, the data suggest that the model limitations stem in part from neglecting both the fields ex-

ternal to the cavity and the variability of the solar wind and of the external field. The uniqueness of
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interpretation is further limited by experimental factors such as the lack of continuous field and

plasma data and of complete low energy particle spectra below 50 key. Even more restrictive is the

unavoidable fact that measurements are obtained locally along a single trajectory, whereas a

satisfactory explanation of the cavity behavior necessarily involves unmeasured simultaneous

behavior elsewhere. This paper summarizes major features of the magnetic field data and outlines

the most plausible explanations for these features. Various alternatives are noted but are not treated

in detail. Similarly, descriptions of instrumentation, calibrations, and data reduction techniques are
omitted.

The magnetic field data presented at the Kyoto meeting are unchanged except for a few isolated

points. The computed satellite trajectory has, however, changed considerably since the Kyoto pres-

entation as the result of a more refined analysis of the tracking information. This demonstrated that

primary use of Minitrack data led to standard deviations in position which have a relatively negligible

effect on the field data. By use of the new trajectory, the large difference between computed and

measured fields shown in the Kyoto paper between 1.8 and 4 earth radii (Re) is greatly reduced. The

other effect of the trajectory change is that all distances are increased at corresponding times.

SATELLITE AND PERFORMANCE

Explorer X was a 79-pound spin-stabilized satellite instrumented with: (1) a rubidium vapor

magnetometer; (2) two redundant fluxgate saturable core magnetometers; (3) a plasma probe to

measure the flux of low energy protons; and (4) an optical aspect system to determine the satellite's

orientation relative to the earth, moon, and sun. Data were transmitted in the following sequence:

Rb-magnetometer (126 sec), optical aspect (5 sec), temperature A (0.3 to 0.6 sec), fluxgate A (3 sec),

temperature B (0.3 to 0.6 sec), fluxgate B (3 sec), temperature C (0.3 to 0.6 sec), and plasma probe

(5 sec). The associated instrumentation included: (1) a bias field arrangement for converting the

Rb-vapor magnetometer from a scalar to a vector instrument in weak fields; (2) a programmed

sensitivity calibrator for the fluxgate magnetometers; (3) programming circuits for telemetry time

sharing; (4) telemetry encoders for converting analog outputs to frequency; (5) a phase modulated

108-Mc transmitter; and (6) a 35-pound silver-zinc battery pack.

The active life of the satellite was estimated from battery limitations to be between 50 and 55 hours,

which would provide measurements to approximately the expected apogee. In actual flight, 52 hours

of calibrated data were collected and this was followed by a number of hours in which transmission

continued but was unsatisfactory for data purposes. Performance was excellent except for one seri-

ous mishap: During the launching, there was excessive heating of the nose cone adjacent to the sphere

containing the Rb-vapor magnetometer. The resultant outgassing caused deposition of a film on the

sphere that increased the absorptivity of the surface. This raised the magnetometer temperature to

60°C after 2 hours in sunlight and caused the magnetometer to cease operating continuously. Inter-

mittent operation continued for the next 6 hours, permitting inflight vector calibration of the flux-

gates in weak fields.
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ORBIT AND DATA COORDINATESYSTEMS

The choice of orbit for Explorer X, relative to the earth-sun direction, was dictated by consider-

ations of optimum geometry for plasma and optical measurements, thermal balance, radio noise

background, and launch angle restrictions. The resulting orbit from launch to apogee is illustrated

in Figure 1 in inertial coordinates chosen so that the X i and Z i axes coincide, respectively, with the

vernal equinox and the north celestial pole. In geographical coordinates, the orbital plane was

inclined 31 degrees and oriented so that the measurements at distances 22 to 42 Re were located

between the 2100 and 2200 local solar time meridians.

Figure 2 illustrates the orbit in solar-ecliptic coordinates chosen so that the X,e and Y,e axes

lie in the plane of the ecliptic with the X, e axis pointing to the sun.

Figure 3 shows the payload coordinate system in which the data are initially reduced. The data

from each fluxgate consist of the two field components (perpendicular and parallel to the spin axis)

and the direction of the field in the XpYp plane (the angle ¢ ) relative to the sun. In the present paper,
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these coordinates are employed to 12 R, so that the angle _ can be presented at distances less than

7.3 Re where the F. and Fit (the symbol F designates the total magnetic field vector) measurements

are not separable and hence coordinate transformations are not possible. The spin axis Zp is directed

toward a right ascension of 71 degrees and declination of -15 degrees as is indicated in Figure 1.

Figure 4 illustrates the variables used for magnetic field data following transformation to solar-

ecliptic coordinates. The symbols 8 and _ designate, respectively, solar-ecliptic latitude and longi-

tude. Field data at distances greater than 12 Re are presented in these coordinates.

Figure 5 illustrates the path of the trajectory relative to a projection of geomagnetic field lines

for the first nine hours of flight. Universal time is indicated at appropriate points along the trajectory.

GEOCENTRIC

DISTANCE

10 15 (earth radii)

MARCH 25, 1961

Figure 5---Explorer X path in geomagnetic projection.

MAGNETIC FIELD MEASUREMENTS

From 1.76 to 6.65 Re

Measurements of the total scalar field intensity for the period of continuous operation of the

rubidium magnetometer are shown in Figure 6. Points are plotted at one minute intervals except

where the minute occurred during an encoder cycle. More detailed plotting on a scale of seconds

yields a maximum fluctuation of several gammas.

To resolve spatial and/or time variation structure in the measurements, theoretical values of the

field are computed by means of Finch and Leaton coefficients (Reference 4). These are subtracted

from the measured values to give the "measured minus computed" curve of Figure 6. Finding the
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Figure 6--Rb - Magnetometer scalar field measurements and field differences.

true difference between the measured field and the earth's main geomagnetic field depends, however,

on having an independent absolute description of the main field. The true main field can only be ap-

proximated, as such a description does not exist for the measurement locations. The nearest refer-

ence data in which the accuracy of the Finch and Leaton coefficients is independently known are the

Vanguard llI (1959 v) measurements (Reference 5) over South Africa at geocentric distances up to

10,000 km. Average errors in the Finch and Leaton values in this region are about -0.8 percent. The

Explorer X measurements on Figure 6 are taken west of the Vanguard region, between Ascension

Island and southwest South Africa. At the altitudes of interest, the percentage error in the computed

field should not change greatly. Thus, for investigation of field differences, the computed values are

multiplied by -0.8 percent and plotted on Figure 6. This represents an improved reference for the

observed differences. A second order improvement in this reference curve might be obtained by

taking into account the probable change in error with latitude, indicated by Vanguard III, and varying

the correction from -0.5 to -0.8 percent with increasing south latitude.

As was noted previously, residuals in the most recent orbit analysis would alter the computed

field an insignificant amount. However, this must be treated with some reservation as there is not
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an absolute assurance on the accuracy of the orbital error estimate. Errors in orbit determi-

nation differentially shift the difference curves but do not alter its general shape or effect tran-

sition points (e.g., see Reference 1). Thus, changes in slope of the curve, sudden changes in

the difference values, and maximum and minimum percentage difference points are not appreci-

ably effected.

From 7 to 12 Re

As the field intensity decreased to 100 gammas near 7.5 R,, the fluxgate magnetometers

were still saturated; but intensity measurements were obtained by matching sine curves to the

slopes of the readings occurring during the alternating saturation caused by the satellite spin.

The accuracy of this procedure increased as the field decreased in intensity to the unsaturated

value of 30 gammas, and was verified by the intermittent readings of the Rb-magnetometer. In much

stronger fields, it was pOS-
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Figure 7--Field measurements in payload coordinates.

sible to measure _, the

direction of the field in the

XpYp plane of the satellite,
from the time differences

between the sun pulse of the

aspect system and the zero

crossings of the fluxgates

twice per satellite spin.

The accuracy of the @ angle

readings is relatively inde-

pendent of field intensity.

In general, the errors are

estimated to be ± 3 degrees

but isolated points cor-

responding to poor signal-

to-noise conditions may

be in error by 5 to 10

degrees.

The fluxgate measure-

ments from 7.3 to 12 Re

and the extension of the @

angle values back to 4.2 Re

are shown in Figure 7. The

total field values between

6 and 6.7 R e are included

for scale continuity.
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From 12 to 42 Re

Measurements from the fluxgate magnetometers at distances greater than 12 R, are shown in Fig-

ures 8 through 13. Measurements between 2030 and 2100 UT near 12 R, are shown in both Figures 7

and 8 to illustrate the change in field coordinates from F, _, and @ (Figure 3) to F, 8, and _ (Figure 4).

At this distance, 12 Re, the field direction reaches the nearly constant value that persists until solar

plasma is first detected (References 3 and 6) near 22 Re, 0530 UT (Figure 9). The computed, Finch

and Leaton field is continued to 21 R, in e, _ coordinates to illustrate the departure from the

geomagnetic field.

Plotted points are averages over the fluxgate telemetry intervals. In general, after 1330 UT,

March 26, deviations within these intervals are less than several gammas. In contrast, between 0530

and 1330 UT, variations within the sample intervals having amplitudes of several gammas or more

occur frequently and in selected cases variations about the average are as much as 50 percent. Rapid

variations are not observed when the field magnitude is large and plasma is not detected (References

3 and 6), e.g., between 1030 and 1200 UT, Figure 9.
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GENERALSOLAR AND GEOMAGNETICACTIVITY

Solar observations for the period of interest were compiled by R. T. Hansen of the High Altitude

Observatory, Boulder, Colorado. Figure 14, constructed from these tabulations, summarizes the

activity observed optically for two days prior to the occurrence of a Class 3 flare, at 1009 UT,

March 26, whose magnetic effects were registered near the end of Explorer X's active life. Prior

to the large flare, the sun cannot properly be classified as either very quiet or disturbed, and the

activity level can be considered as being average. Exception to this statement might be taken on

grounds that the Zfirich Provisional Sunspot Number of 76, on March 24, is larger than on any day

between January 5 and the flight date. However, comparison with preceding months shows that this

has little significance and 76 is only 25 percent greater than the average number for the first six

months of 1961. A meaningful basis for summarizing solar radio noise data has not been deduced

at this writing.

An attempt to summarize geomagnetic activity prior to the sudden commencement at 1503 UT,

March 27, is illustrated in Figure 15. Records from 20 observatories providing fair coverage over

the northern hemisphere were available for examination. In addition to the lack of south latitude

stations, a possible gap in evaluation occurs in the auroral zone between Murmansk, USSR, and Alaska;

however, observations at the Yalmtsk Observatory, USSR, at a slightly lower latitude, serve as an

indicator for this auroral region. The legend is relative within each of the three zones - polar cap,

auroral, and low and middle latitudes. For example, the deviations classed as "smaU irregularities"
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at low latitudes are much smaller than at auroral or polar cap stations. Also, the classification of

"small irregularities" at low and middle latitudes refers only to roughness or deviations on normal

magnetograms that are seen by all observatories and does not include irregularities that are geo-

graphically isolated. Examples of this classification are apparent in later figures. The 3-hour Kp

indices as well as the more zonal study demonstrate that conditions were neither very quiet nor dis-

turbed on March 26 and 27 prior to the magnetic storm. The 25th, with a 24-hour Kp sum of 9, was

fairly quiet. The days preceding the flight, March 21 to 24, were similar to March 26. Auroral zone

magnetic activity prior to the storm was typical of average conditions. There are several intervals

of 1 to 3 hours during the flight that can be classified as very quiet.

RADIATION BELT CURRENTS

Evidence for a Ring Current

By the use of preliminary trajectory analysis, it was previously concluded (Reference 1) that a

field source located between the inner and outer radiation belts near the equator was necessary to

explain the measurements. The more refined trajectory recently obtained has the effect of reducing

the field differences from several hundred to 10 to 50 gammas, depending on the choice of reference

baseline as discussed on pages 174 and 175 and illustrated in Figure 6. The difference curves, however,

still show a maximum percentage difference near 2.5 R e and a change in slope near 3 Re. The ex-

istence of a quiet day diamagnetic ring current with maximum intensity located lower than the 3 Re

magnetic shell along the Explorer X trajectory (or roughly 3.8 R e at the equator) is still possible.

The magnitude of the effect is considerably less than reported for Soviet Space Probes I and II (Ref-

erences 7 and 8) which showed maximum effects of 800 and 140 gammas, respectively, several thou-

sand kilometers closer to the earth than the location of the maximum intensity of the outer radiation

belt. As the field shell is approximately the same as that of the Explorer X deviation, it remains to

be seen if the magnitude difference can be explained on the basis that the Soviet space probes were

launched during periods when the field was depressed following storm activity, as reported by Doiginov,

et al. (Reference 8). Indirect evidence for a field source resembling a ring current in this region

comes from the combination of Vanguard HI and Explorer XII (1961 v) measurements. Under various

degrees of disturbance Vanguard Ill (References 9 and 10) demonstrated that the source of main field

depression at low latitudes must be at altitudes greater than that of maximum radiation intensity in

the inner radiation belt; while, in turn, Explorer XII (Reference 11) has demonstrated that depressions

in the field are not observed above the shell having an equatorial distance of approximately 4 R e. This

restricts the possible locations of a ring current maximum to roughly 1.5 to 4 R e under disturbed

conditions and to less than 4 R e during quiet periods. Explorer XII (Reference 12) also revealed the

existence of an intense proton flux in the outer belt, the peak intensity occurring near 3.5 R e. The

fact that the proton flux increased in the same region during a magnetic storm (Reference 13) suggests

that the observed protons, which had energies E > 100 kev, may contribute significantly to ring current

effects under both quiet and disturbed conditions. The possibility that an equal or greater contribution

to ring current effects may come from lower energy protons in a greater number density cannot be ig-

nored until energies below 100 key are measured. At much lower energies, the Explorer X plasma

measurements suggest that the energy spectra may be discontinuous with distance in this region.

This indication comes from the disappearance above 3.0 R. of a strong spin modulated signal that
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persisted from 1.3 to 3.0 R, (Reference 3). Rossi (Reference 14) and H. S. Bridge (personal communica-

tion) have interpreted this as velocity "scooping" of a stationary plasma which was terminated by

positive charge accumulation on the satellite. An explanation has not been given for the double, rather

than single, peak modulation which occurred on the last data sample, at 3.0 R,, prior to the disap-

pearance (Reference 14). The possible relationship between the disappearance of the plasma signal

and the ring current, if not attributed to satellite charging, is only indirect in suggesting sharp changes

in energy spectra with distance at low energies. The relationship to the field angle changes noted in

the following section may be more direct.

At distances greater than 4.8 R,, small total field deviations (Figure 6) are observed that do not

have an apparent coincidence with time variations at the earth's surface. Instead, they may represent

local variations in the field. The sign of the largest variations, about 15 gammas, is positive and thus

does not suggest a ring current above 5 R, such as do the strong, quiet day currents between 6 and

10 R, derived from Explorer VI (1961 _) observations (Reference 15).

Evidence for Meridional Currents

Between 1.5 and 3.2 R,, the angle _b was measurable by the technique described on page 175

for distances greater than 4.2 R,. Between 3.2 and 4.2 R,, however, the fluxgate saturation was

in one direction and _ could not be measured. Figure 16 shows the ¢ angle measurements between

1.5 and 3.2 R, along with a computed curve of the _b angle expected on the basis of a Finch and Leaton

field.
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Figure 16--Angle _ changes at low altitude (see text).

The interesting feature of these measure-

ments is that angle deviations, thought to be

greater than reading errors, occur near 2.5 R,

and 3 R, in coincidence with other data features

independently noted. For example: (1)the

angle point that falls on the curve (Figure 16,

near 2.5 R,) coincides in time with the small

dip in the total field difference curve near

2.5 R, in Figure 6; (2) the first point that falls

below the computed curve at 2.99 R, coincides

with the occurrence of two peaks per satellite

roll in the plasma observations prior to the

disappearance of plasma signal (see above);

and (3) the _ angle shift near 3 R, also

coincides approximately with the change in

slope of the total field difference curve in Fig-

ure 6. If it assumed that the ¢ angle changes

in strong fields are significant, an explanation
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must be sought. In the 2.5 to 3 Re region, a shift in the actual _ angle relative to the computed 7Jan-

gle is equivalent to a change in declination; that is, a decrease in _ corresponds to an increase in east

declination of the magnetic field meridian plane. This follows from the consideration that a sizeable

change in total field intensity does not accompany the angle change. Changing the ¢ angle by

5 to 10 degrees is equivalent to adding an east-west vector of about 120 to 240 gammas at 3 Re and

180 to 360 gammas at 2.5 Re. The change must also be of local origin to explain the abruptness.

These changes, unless related to an unknown boundary condition, are not of the type expected

from a ring current source and thus do not necessarily support the ring current arguments given

earlier. Geometrically, the angle changes are most easily explained by postulating electric currents

along field lines, a condition which violates the usual assumption that the field lines are also equi-

potential lines due to the extremely high electrical conductivity along the lines above the ionosphere.

This condition may, however, be violated if: (1) the field lines intersect the ionosphere at points in

opposite hemispheres which are not at the same potential; and (2) there is an ionospheric mechanism,

equivalent to a generator in one or both hemispheres, that continuously maintains a small potential

difference between the conjugate points. A difficulty in this explanation comes from the lack of

observational evidence for the completion of the circuit in the ionosphere on a more localized scale

than an ionospheric Sq system.

The above can only be treated as speculative; however, the _ angle changes appear significant

enough to merit future investigation.

Effects of the Geomagnetic Cavity at Several Re

The total field deviations between 1.76 and 3 R e were interpreted in a preceding section in terms

of a current source within the same region. An alternative explanation for the deviations is suggested

by the extension inward of a superimposed field presumably caused by the compression of the geo-

magnetic field by the solar wind. Thus, the magnetic field in the interior of the geomagnetic cavity

can be considered as a superposition of the undisturbed geomagnetic field and the field due to sheath

currents flowing on the cavity boundary. Fitting the observations by vector addition of an anomalous

field to the geomagnetic field should thus reveal characteristics of the cavity field along the flight

trajectory.

At distances above 7 R e, where complete vector data are available, and below 22 R e the super-

imposed field yielding an accurate fit to the observations is approximately constant with a magnitude

25 to 30 gammas and directed away from the sun and below the ecliptic plane. Indeed, for the inter-

val between 4 and 12 Re shown in Figure 17 a constant vector of 25.5 gammas directed so that _ =

182 degrees and 0 = -51 degrees yields an excellent fit. At distances greater than 12 Re (Figure 8) a

fit to the data is obtained by gradually increasing the magnitude to 30 gammas and rotating the vector

so that ¢ is decreased and 8 is less negative.

The fit obtained with a nearly constant vector suggests continuing it back along the trajectory to

investigate its effect on the close-in magnitude data. In Figure 18 this is illustrated for the range

1.76 to 6.7 Re, where the vector used is the same as was used in Figure 17, and the measured field
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Figure 17-Field fit obtained by adding a constant vector (4-12 Re)

is substracted from the resultant superposition field. The excellent fit above 3 R. is apparent.

Between 1.76 and 3 Re, the fit becomes poorer but, nevertheless, shows the feature of a change from

a positive to a negative anomaly. This suggests that it may be unnecessary to explain the deviations

below 3 Re in terms of a diamagnetic ring current. It suggests further that quiet day ring currents

deduced from Explorer VI component data (Reference 15) should be re-examined with assump-

tions other than the preservation of magnetic meridian planes. Currently, this is difficult, as

theoretical models of the cavity treat only the surface shape and do not predict the field interior to

the cavity.

An uncertainty in the above arguments arises in that the same superposition vector when extra-

polated to the surface of the earth would produce diurnal changes which are not entirely consistent

with surface observations. This makes it apparent that the effects of a field due to cavity surface

currents become more complicated near the earth. In turn, it raises a question as to how close to th

earth the extrapolation discussed above is valid.
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MAGNETIC FIELD AND PLASMA CORRELATIONS

For a detailedaccountofthe simultaneousplasma measurements conductedby the MIT group,

the reader should consult the papers by Bridge, Dilworth, et al. (Reference 3) and Bonetti, Bridge,

et al. (Reference 6). Principal features to note are the following:

1. Between approximately 3 and 22 R, (or at 0530 UT, March 26),plasma was not observed, with

the exception of a very weak signal near 0425 UT, March 26. The direction of the magnetic field at

distances 12 and 22 R, (Figures 8 and 9) correspondingly remained nearly constant.

2. At 0533 UT, March 26, the field angles and magnitude changed abruptly, and, on subsequent

samples, plasmawas observed whenever the 0 to 250, 0 to 800, and 0 to 2300 volt measurements were

coincident with magnetic field angles substantially different thanthose observed between 12 and 22 R,.

3. Between 0533 I.FI',March 26 (Figure 9), and the time of the sudden commencement at 1503 UT,

March 27 (Figure 13), there were a number of periods in which plasma was not observed and the

magnetic field direction returned approximately to the direction noted between 12 and 22 R,. In
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total, these periods occupy about 25 percent of the measurement time between 0533 UT, March 26

and 1503 UT, March 27.

Correlations are also noted in detail. For example, on Figure 9 near 0800 UT the field returns

briefly to values similar to those observed before 0530 UT and plasma signal disappears. Also, on

Figure 9 near 1100 UT, the deflection of the field away from a stable condition coincides with an

isolated reappearance of plasma. A similar example occurs during the field deviations between

0900 and 0930 UT, March 27.

In general, it can be noted that during periods where large changes in the field occur between

successive readings there is also more relative variation in the plasma spectra and total flux. In the

following sections other features of the correlation are noted.

CHARACTERISTICFIELD VECTORS AND SIGNIFICANT CORRELATIONS

Average Values

From inspection of the angles _ and _ as a function of time (Figures 9 through 13), it is apparent

that a given orientation of the field vector that persists over a number of readings tends to reoccur at

later times. It is also apparent that a given range of orientations frequently persists for fractions of

an hour to 2.5 hours without large changes. Figure 19 illustrates the distribution of field orientations

in a _, q_plot constructed by noting the number of measurements occurring in each 10 x 10 degree

sector. As anticipated from inspection of Figures 9 through 13, orientations of the field vector be-

tween 0530 UT, March 26, and 1502 UT, March 27 (Figure 19b), group preferentially into three regions

which, for convenience, are designated A, B, and C.

Considering only those measurements that occur in a sequence of measurements in which the

field orientation remains in one of the three regions A, B, and C, corresponding field intensities are

obtained by averaging the values within each sequence. Figure 20 shows these averages. The length

of the individual bars gives the time interval over which the intensities were averaged. From Figure

20, it is apparent that the level of field intensity is distinctly different in Regions B and C, and that

field intensities in Region A appear to vary systematically with time.

Region A Characteristics

A large fraction of the measurements contributing to the density of Region A (Figure 19b) occurs

during periods when solar plasma is not observed. The orientations of the field at these times closely

resembles the orientation prior to the first appearance of solar plasma near 0530 UT, March 26, as

illustrated in Figures 19a and 21. Thus, it is logical to postulate that the fields measured in the

absence of plasma at distances greater than 22 R e are extensions of the field observed between 12

and 22 Re. If this field is in turn attributed to compression and draping of the geomagnetic field by

the solar wind, it follows that the satellite was inside the geomagnetic cavity during the Region A

periods (Figures 20 and 21). Acceptance of this argument depends, however, on also showing that the

magnitude of the Region A field decreases with distance from the earth. As the next section shows,

this condition can be satisfied on the basis of assumptions that can be at least subjectively supported.
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Region B Characteristics

The concentration of measurements in Region B of Figure 19b comes primarily from four

periods occurring between 1500 UT, March 26, and 0430 UT, March 27 (Figures20 and22). A number

of conditions appear to correlate with the Region B field direction:

1. Plasma is always observed.

2. The plasma flux and energy spectra appears to be less variable during these periods than

at other times.

. Magnetic activity on the surface of the earth during these periods was significantly lower than

the average activity after 0300 UT, March 26. This is particularly obvious, from Figure 15,

for the two periods of over two hours duration near 1900 UT, March 26, and 0400 UT,
March 27.

. Three of the four periods occur within the 12 hours, approximately 1800 UT, March 26, to

0600 UT, March 27, in which plasma is continually present and there is not a recurrence of

an interval having Region A characteristics.
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The relative importance of (3) and (4) above in interpretation is uncertain. The entire 12-hour

period in which the Region A, or cavity, field condition never appears can be treated as a single in-

terval in which the Region B field configuration is disrupted for periods of 1.5 to 2 hours, starting

near 2100, 0000, and 0430 UT in coincidence with field changes at the earth's surface (See page 193).

As discussed on pages 191 and 192, it also appears that during the 12-hour interval, the geomag-

netic cavity may be shifted away from the satellite as a consequence of the diurnal change in the

position of the dipole axis relative to the solar stream. Regardless of their relative importance the

two characteristics (3) and (4) mutually support the concept that the fields measured during these

periods were of solar-interplanetary origin. The degree to which the proximity of the geomagnetic

cavity affects the field configuration is not determinable, but the relative stability of e and _, espe-

cially during the longest periods, suggests that the effect may be small and perhaps negligible.

RegionC Characteristics

When the field is oriented in the general direction of Region C it is usually more variable between

successive measurements than in the case of Regions A and B. In Figure 19b, the absence of a dense

concentration of measurements in any 10 degree square and the general spread of angles makes this
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apparent. Region C is nevertheless distinct and the fact that a statistical grouping exists comes

largely from the recurrence of a number of periods in which the field has this general direction for

0.5 to 1.5 hours. The following conditions are characteristic for these periods:

1. The average field intensity is lower than during other periods (see Figure 20).

2. Plasma is always observed.

3. Magnetic activity on the earth's surface is greater than during periods of Region B field

orientation.

4. The periods tend to alternate in occurrence with periods of Region A field orientation.

The exception to item 4, between 2100 and 2130 UT, March 26, gives added support to the signif-

icance of item 3, which will be discussed in more detail shortly. The field direction and the fact that

field intensity during these periods is independent of distance from the earth (Figure 20) support the

view that the field originates external to the geomagnetic cavity. It is possible, however, that the

field configuration may be influenced considerably by the close proximity of the geomagnetic cavity.

FIELD INTENSITY VERSUS DISTANCE(REGION A)

As was noted in the last section, the argument that the fields measured when plasma is not ob-

served are of geomagnetic origin, based primarily on the direction of the field, must also be supported

by evidence that the field intensity decreases with distance from the earth. Considering first the range

11.5 to 22 R e (Figures 7, 8, and 9)it is apparent that the field decreases much less rapidly than the com-

puted field. It is also apparent that points can be chosen (e.g., at 16 and 21 R e ) so that F(r) =F(rl) (rl/r) X

with r > rl gives a power x = 0and a dependence is not found. Thus, the approach of looking for the

maximum dependence (i.e., maximum ×) that can be partially justified is adopted. On this basis, the

higher intensities following 0254 UT, March 26, are neglected on several possible ground_ (1) that

these coincide with an increase in geomagnetic activity (Figure 15) having the character of greater

compression of the earth's field (see page 193; (2) that the higher intensity may be a diurnal ef-

fect, explained later; and (3) that the higher intensity may be a cavity boundary effect. Using aver-

age values near 16.3 and 19.4 R e relative to 11.7 R e yields x=0.85.

At distances above 22 Re, it is again apparent that x= 0 and even a negative x can be found from

the 27 to 32 Re periods relative to the 38 to 39 R e periods (see Figure 20, Region A).

If, however, a more general view of the time sequence of occurrences of Region A fields is con-

sidered, there is reason to believe that the observed intensity has diurnal characteristics. The evi-

dence comes from the decreasing level of intensity from 0600 to 1800 UT, March 26, and from 0600

to 1200 UT, March 27, as well as the absence of Region A fields from 1800 to 0600 UT. As a diurnal

effect would most likely appear as a result of changes in the relative positions of the solar stream,

the earth's dipole, and the satellite, these positions are illustrated in Figure 24. The geometry indi-

cates that the field intensity at the satellite when it is inside the cavity may depend on the intensity of

the field along the satellite-sun line on the side of the earth facing the sun. This suggests the
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calculation of x on the basis of Region A intervals separated by approximately 24 hours. Using var-

ious combinations of intervals on March 26 and 27, separated by approximately 22 to 26 hours, gives

the range x = 0.2 to 1.0 with most values between x = 0.6 and 1.0. Similarly, using minimum average

intensities near 40.3 R. relative to intensities at 11.7 R. gives × = 0.81.

The above leads to a generalization that the average decrease in field intensity with distance in-

side the geomagnetic cavity along the Explorer X trajectory can be represented by F(r) = F(r_) (rl/r)X

with 0.6 < × < 1.0 for 11.5 R_ < r < 40.5 R e and r > r_ . Different assumptions, or criticism of the as-

sumptions used, can lead to a smaller × (i.e., less dependence) but it seems unlikely that assumptions

giving x > 1.0 can be justified.

CORRELATIONSWITH SURFACEGEOMAGNETICVARIATIONS

Prestorm Correlations

The general level of geomagnetic activity during the flight was illustrated in Figure 15 and dis-

cussed on pages 179 through 181. A complete discussion of possible detailed correlations between

satellite and surface measurements is beyond the scope of this paper; thus, the following discussion

is limited to several examples involving primarily low latitude activity.
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The period 0245 to 1345 UT, March 26, is of particular interest because of the simultaneous and

similar behavior of all the low latitude magnetograms available for examination. Between 0245 and

0300 UT, March 26, the horizontal component increasesfrom a previously quiet condition and remains

positive with irregular but slow variations that are typically 5 or 10 gammas in amplitude for a num-

ber of hours. This activity disappears gradually between 1300 and 1345 UT, March 26. At much

higher frequencies within this period the micropulsation energy spectra near 0.1 cps at Fredericks-

burg, Virginia, shifted to higher frequencies near 0600 UT (Reference 2), and micropulsations of

"pearl" character were observed in California (L. R. Tepley, private communication) andin the USSR

(V. H° Troitskay.a, informal communication at Kyoto meeting September, 1961) for several hours after

0600 UT. Through this same time interval the field intensity at the satellite increased near 0300 UT,

March 26, and remained at a high level until solar plasma was observed at 0530 UT. Between 0530

and 1330 UT (Figures 9 and 10), there was noticeably more variation between successive measure-

ments by the satellite than at other times and much larger variations within the 6-second measuring

period, as noted on page 176 and References 1 and 2. If the low latitude +AH irregularities are

attributed to increased and more irregular compression of the geomagnetic field by the solar

stream, it follows that the cavity dimensions and geometry should also vary. This may explain the

short intervals of plasma disappearance and Region A fields between 0530 and 1030 UT, March 26.

Similarly, change in the solar wind and/or any cavity influence on the configuration of external fields

may explain the variability of the external field during this period. The average plasma flux (Refer-

ences 3 and 6) when present during this period appears to be higher than during most periods prior

to the magnetic storm.

A sequence of three isolated cases of ÷AH roughness in surface magnetograms occurs during the

12-hour period in which plasma appears to be continually present and stable Region A field conditions

do not appear. In Figure 25 an attempt is made to illustrate the simultaneous surface and satellite

measurements. Details in the satellite measurements can be seen more clearly by inspection of

Figures 10, 11, and 12. The low latitude times of interest are: (1) approximately 2045 to 2245 UT on

March 26; (2) the change near 0030 UT on March 27; and (3) the change near 0445 UT on March 27.

The first of these coincides with a 2-hour period at the satellite in which the field changes and rotates

away from a relatively stable Region B configuration during the first hour, and rotates back during the

second hours, as discussed in more detail below. The second and the irregularities that follow, coin-

cide with a period of irregular variations at the satellite between two intervals in which the field has

the Region B configuration. The third coincides approximately with an irregular slow transition from

a Region B to Region C field configuration at the satellite. In both the second and third examples, the

variations appear to begin at the satellite prior to the low latitude changes and in closer coincidence

with small changes at high latitudes (e.g., the fluctuations starting near 0000 UT at Churchill and Pt.

Barrow and near 0430 UT at most high latitude stations). The maximum variation at the satellite

occurs, however, more in coincidence with, or following slightly, the low latitude changes. In case

(1), the low latitude initial change appears to occur several minutes before the change at the satellite,

depending on point selection, and an initial sharp change at high latitudes is not readily identified at a

large number of stations.

The behavior of the field vector at the satellite during the case (1) interval is particularly inter°

esting. In Figure 26, the successive positions of the end point of the vector is shown in solar-ecliptic

193



A

2000 2200 0000 0200 0400
90

'_ --45

+180

+90

0

-_ r_-.,_ _10 --

GUAM°4o I W I ' I ' I i I _ I , I ' I

HONOLULU21° .._ _ =

s,. Ju,N3oo it
TUCSON40° /
FRED.VA. 50° __..--_

t .... ..... ,,_._

D - MURMANSK64°

2000 220O 0000 0200 040O

MARCH 26, 1961 MARCH 27, 1961

UNIVERSAL TIME

Figure 25--Simultoneous surfoce and sotellite meosurements.

coordinates for the center portion of this interval. After 2109 UT, the field rotated irregularly to the

RegionC field direction and at2201 UT abruptly droppedin intensity to 2.5 gammas with a correspond-

ing abrupt change in direction. Following the measurement at 2201 UT, the intensity and direction

abruptly changed back to roughly the previous intensity level but to a different orientation from which

it then rotated to a direction not characterized by Region A, B, or C. It then gradually returned to

the Region B orientation. In addition to the total time interval correlation at low latitudes_ the sharp

change at 2201 UT may be significantly related to changes at high latitude. The sharp, simultaneous

change at Murmansk on the night side of the earth is obvious in Figure 25. On the dayside of the

earth, near local noon in Alaska, the declination changes considerably with only slight changes in field

intensity. The most striking feature, however, is that the level of the D trace is shifted between the
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quiet hours preceding and following the change. In Figure 25, the level shift is apparent in the north

component at Churchill as well as in D at College, Barrow, and Murmansk. In References 3 and 6, it

is also obvious that the plasma spectra shifts to higher energies and greater flux over an interval

centered on 2200 UT, March 26.

Although it is tempting to pursue explanations for the details of these correlations (e.g., treating

the reading at 2201 UT in terms of a neutral sheet in a solar stream or cloud), the data is not suffi-

ciently comprehensive. From a more general view, the correlations do suggest spatial structure in

the solar wind and also that changes in this structure have a rather direct influence on magnetic ac-

tivity at the surface of the earth, even during periods that will normally be called magnetically quiet.
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Thus, studies of small world-wide effects on surface magnetograms, such as the study of simultaneous

changes by Nishida and Jacobs (Reference 16), may yield an index for the variability of the solar wind

when these studies are extended to total intervals of simultaneous, similar behavior.

Sudden Commencement Correlations

As noted on Page 179,a magnetic storm sudden commencement (SC) occurred at the earth's

surface at 1503 UT, March 27 approximately 29 hours after a Class 3 flare near the east limb of the

sun. On the basis of the change in plasma energy spectra and total flux (References 3 and 6) and the

rise in field intensity after 1503 UT (Figure 13), it is logical to associate the increased field intensity

with the SC at the earth's surface. Identification of an exact origin time at the satellite is not possible

as the field increased gradually from 1503 to 1510 UT before making a larger change between 1510 and

1512 UT. Thus, the origin time can only be specified as 0 to 7 minutes later at the satellite than at

the earth's surface with the largest single change occurring 7 to 9 minutes later. The transit time

for the Class 3 flare gives an average straight line propagation velocity of 1460 km/sec, equivalent to

11.1 key protons. The same radial velocity would give a 2.3 minute difference in arrival time at the

earth and satellite due only to their different distances from the sun. Approximately one-half this

velocity, which agrees with the plasma energies measured after the SC (References 3 and 6), gives a

time difference of about 5 minutes. Thus, the assumption that the origin time at the satellite is close

to 1503 UT, and not 1510 UT, gives an approximate upper limit of 5 minutes for propagation of the SC

from outside the earth's field to the earth's surface.

Figure 27 illustrates the SC appearance. At low latitudes the SC was distinct, but the main phase

of the storm was weak. At College, Alaska, the SC produced an abrupt change of about 300 gammas

in the horizontal component which was accompanied by the onset of strong absorption on riometer

records (Leinbach, personal communication) similar to other SC events in which radiation has been

simultaneously detected at balloon altitudes (Reference 17). The fact that the SC is not apparent at

Pt. Barrow and is small at Sitka suggests that the initial impulse was localized. An abrupt change,

280 gammas in H, also occurs at Godhavn, Greenland. The initial effects at other stations examined

are in general much smaller than those at College, Godhavn, and Thule. This suggests that solar

particles with energies greater than the measured proton energies (References 3 and 6) may accom-

pany the plasma cloud (or stream) and that these reach particular high latitude regions by a rather

direct path. This could also be suggested on grounds that the SC effect at the satellite represents an

increase of only a factor of 2 in the observable plasma flux relative to a number of other periods

during the flight.

It also presents the question as to whether or not the magnetic fields observed by Explorer X are

not also affected by particles which have energies outside the range of detection of the plasma probe.

This question arises when the data prior to the SC is examined. From Figure 13 it is apparent that

the direction of the field vector was not significantly changed during the initial rise in field intensity

following the SC time. Instead the field orientation up to half an hour after the SC appears to follow a

slow shift (particularly apparent in the angle ¢) that started two hours earlier. This shift was tempo-

rarily broken between 1435 and 1450 UT by a large change in field orientation that is not accompanied
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by either a magnitude change or a change in plasma flux. The significance of this change is obscure.

However, during the preceding time (Figure 13), it is apparent lhat the field near 1300 UT made a

rapid transition to the general orientation it had during and following the SC. The change appears to

start between 1257 and 1259 UT with a shift most evident in the 8 angle. As shown in Figure 27, the

horizontal field intensity at Godhavn, Greenland, geomagnetic latitude 79.8 degrees, drops 360 gammas,

between 1250 and 1300 UT (note the sensitivity scales to the right of Figure 27). Thus, the time dif-

ference between the initial changes at Godhavn and the satellite is about 7 minutes and the time differ-

ence between minimum H at Godhavn, about 1300 UT, and minimum intensity at the satellite, 4.2

gammas at 1301 UT, is less than 2 minutes. These time differences are similar to those noted at the

time of the SC. If we then assume that the change at the satellite and at Godhavn is not just a mean-

ingless coincidence, there is a basis for arguing that the continuity of field orientation before and

after the 8C is a consequence of particles with energy significantly greater than 2.3 key in advance of

the main plasma cloud. The energy density of the higher energy particles (e.g., in the still unmeas-

ured range of 5 to 50 kev) would have to be greater than the field energy density to produce the mag-

netic effect at the satellite. At still higher energies, above 100 key, Explorer XH (References 18 and

19) has in at least one instance shown the existence of higher energy particles up to 30 minutes in

advance of an SC but with insufficient energy density to cause a large field change at the satellite.

Although there is little documented statistical evidence for large field changes at the earth's

surface prior to SC's, it should be noted that these changes may be localized as in the case above.

Godhavn, in this case, is near the 10:40 local magnetic time meridian which could be significant on

the basis of the following considerations: (1) the proximity to the expected location for a Chapman-

Ferraro "horn" (References 20, 21, and 22) for particles incident along the sun-earth line or from a

direction to the west of the sun as seen from noon on the earth; (2) the promixity to the 10:00 meridian

which Wilson and Sugiura (Reference 23) have found to be a dividing plane between opposing rotations

of the magnetic vector at times of sudden commencements; and (3) the coincidence between the plane

of the Godhavn meridian and the average orientation of auroral arcs over the polar cap (Reference 24)

The possible importance of particles with energy greater than 2.3 key can also be argued on the

basis that the observed plasma flux (References 3 and 6) between 1300 and 1503 UT was lower than

average and also variable which suggests that it was not dominant in controlling the relatively stable

field over most of the interval. These arguments for high latitude effects at the earth's surface pre-

ceding the SC and the possible importance of particles with energy significantly greater than 2.3 key

are not conclusive. They do suggest that it would be instructive not only to make additional measure-

ments but also to systematically study magnetograms for events prior to SC's. The measurements

following the SC show that the field intensity (Figure 13) and plasma flux remain at a higher level for

at least 4 hours, after which battery power was lost. The field direction, summarized in Figure 19c,

was, in general, such that the vector pointed to the west of the sun and varied irregularly, but some-

what systematically, above and below the ecliptic plane.
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THE GEOMAGNETIC CAVITY

Cavity Models

The problem of interaction between the geomagnetic field and an ionized but neutral corpuscular

stream was formulated in 1930 by Chapman and Ferraro (References 20 and 25) to explain SC's and

the initial phase of magnetic storms and has subsequently been treated by them in additional detail

(References 26 and 27). Recently, this problem has been approached by a number of investigators

(References 21, 22, 28, 29, 30, 31, 32, and 33 among others) for cases of steady plasma flow and

isotropic plasma pressure. Computations have been carried out for both two and three dimensional

cases and in most cases it is assumed that the magnetic pressure just inside the cavity surface B_/8_

is balanced by the plasma pressure just outside the cavity. The surface is in reality taken to be a

thin current sheath having the necessary strength and geometry to identically cancel the geomagnetic

field that would exist external to the same surface in the absence of a plasma pressure. Thus, the

problem is formulated so that the geomagnetic field does not have a component normal to the surface

at the boundary location. It is generally assumed that the plasma pressure inside the cavity surface

is negligible and in nearly all computations the possible effects of an external field of solar-

interplanetary origin are completely ignored.*

For a uniform solar stream with proton velocity v, mass m, and number density n, the equilibrium

condition for the cavity surface is computed from

B_/8_r = 2 mnv 2 cos 2 _ , (I)

where _ is the angle between the normal to the surface and the velocity vector of the stream prior to

encountering the earth's field and B, is the total magnetic field intensity at the boundary. Specular

reflection of the incident plasma is assumed and although there is some concern over the factor 2 in

the equation above (see References 22 and 29) it has been used by most investigators.

The computation of the surface geometry then becomes one of finding numerical solutions to the

boundary value problem subject to additional approximations. The approximation

B = 2 fB t , (2)

where B t is the component of the earth's dipole tangential to the surface, is often used to specify the

condition that the field inside the cavity cannot have a component normal to the surface at the boundary.

"The exception to this is Dungey's (Reference 33) two-dimensional calculation fc_ a selected orientation of an external interplanetary

magnetic field.
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For arguments regarding the value of f, usually taken to be unity or less, and the numerical technique.,

and approximations then employed, the reader should consult the references listed, and especially the

work by Beard (Reference 29) and Spreiter and Briggs (Reference 22).

Cavity Geometry Relative to Cavity Models

In the preceding sections arguments have been advanced that the Region A magnetic fields can

best be interpreted as fields within the geomagnetic cavity. The arguments are based almost entirely

on: (1) the similarity between the Region A field direction and the field direction observed between

12 and 22 Re (page 186); (2) the deduction that the Region A field intensities decrease with dis-

tance from the earth when importance is attached to the earth's daily rotation (pages 191 and 192); and

(3) the absence of a detectable plasma flux when the field has the Region A orientation. If this inter-

pretation is correct, the theoretical models can be compared with the measurements to check the

degree of agreement.

Considering first the geometry of the cavity, it is apparent that the measurements support the

theoretical prediction that the solar wind extends the geomagnetic field to great distances on the dark

side of the earth. If, however, we then assume that the plasma velocity vector is directed exactly

along the sun-satellite line, the dimensional agreement between theory and measurement becomes

increasingly poorer with distance. This is illustrated in Figure 28 using Spreiter and Briggs's

(Reference 22) computations of the cavity dimensions in equatorial and meridian planes for a typical

observed plasma flux (References 3 and 6).* The fact that Region A fields are observed in intervals

between 0600 and 1300 UT, March 27, as well as between 0600 and 1800 UT, March 26 (Figures 20 and

21), obviously requires, under the assumptions of radial plasma flow, that a symmetrical cavity be

roughly conical rather than cylindrical at great distances along the trajectory. Also, rotating the

position of the earth's dipole axis relative to a radial stream in the Spreiter and Briggs model does

not appreciably alter the cavity dimensions shown in Figure 28. This further implies that the model

calculations do not provide an explanation for the behavior of field intensities in Region A, which were

discussed earlier. In general, from these and other arguments, it is apparent that dimensional agree-

ment between the measurements and the models cannot be reached using the conditions that the plasm_

is directed along the sun-earth line and that the cavity formed is continuously symmetric relative to

the earth-sun line. Assuming that the computations are basically correct for the assumptions made,

there are a number of reasons why agreement might not be expected. The neglect of an external

solar-interplanetary field in the model calculations is perhaps the most obvious, but until model cal-

culations have been made either for the general case or a variety of selected cases the consequences

of this neglect cannot be estimated with confidence. Second, although the plasma flux measurements

are consistent with a flow directed in the sun-earth direction, flow from a direction to the west of the

sun is not excluded (References 3 and 6). Third, the measurements do not exclude the possibility of

plasma outside the observable energy range arriving from either the radial or other directions. It

may, in fact, be essential to postulate a variable component of the solar stream arriving from a direc

tion to the west of the sun to explain why the cavity moves back and forth across the satellite trajecto_

*Beard's solution (Reference 29) gives substantially the same d/mensions in the region of interest here.
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between 0600 and 1300 UT, March 27, and 0600 and 1800 UT, March 9.6. An alternative explanation for

the intermittent reappearance of Region A is that the degree of symmetric compression of the cavity

differs between times when the satellite is inside or outside the cavity in response to changes in the

solar wind pressure. This explanation appears to conflict with the fact that Region A fields are not

observed during the periods of minimum magnetic activity at the earth's surface when we might expect

the cavity to be the least compressed. This conflict may not exist, however, as the quiet magnetic

periods occur within the 12-hour period in which Region A fields never appear. This may be attributed

to a diurnal effect (see pages 189 and 191). Similarly, the conflict may not exist on the grounds that

Region A fields do not appear after the SC.

These arguments do not lead to a consistent picture. They do, however, make it evident that rel-

alive to existing cavity models one must either postulate a non-radial component in the solar stream

or postulate that the external field has a large effect on the cavity geometry. The alternative is to as-

sume that the cavity calculations are wrong in not predicting a broad conical cavity back of the earth,

even in the idealized formulation.
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Cavity Boundary Conditions

Interpreting the Region A magnetic fields as fields within the cavity, we can compare the boundary

conditions with those usually assumed in theory and outlined on pages 199 and 200. In doing this, it is

immediately obvious that the condition B = 2 fB t (Equation 2) is not observed if we take f < 1 and

compute Bt for a dipole field. Instead, an f > 3 is required when Bt for a dipole is assumed. On the

other hand, if we use typically observed values for B.,n, and v in Equation 1, and compute _, assuming

a radial 3, the range of _ is roughly 55 to 85 degrees. This agrees approximately with the range of

50 to 70 degrees that would typically represent the angle between the sun-earth direction and the nor-

mal to a roughly conical surface containing the trajectory. The agreement would be improved if the

plasma was assumed to arrive from a direction slightly to the west of the sun. The question of agree-

ment also remains open in that Equation 1 assumes specular reflection whereas the plasma measure-

ments (References 3 and 6) have not revealed a reflected component. This could be a geometrical

circumstance in which the incident and reflected components superimpose and are not separable. This

seems unlikely unless the cavity geometry is the same each time it crosses the trajectory and is also

very smooth. Alternatively, if _ in Equation 1 is always large (i.e., incidence from a direction west of

the sun), the incident and reflected components would not be resolved. More exact tests than the above

require continuous, rather than time spaced, measurements at the time of cavity crossings.

The limitation of noncontinuous data becomes even more restrictive in checking the model assump-

tion that the field at, but inside, the boundary cannot have a component normal to the surface. Bridge,

Bonetti, et al. (Reference 6) concluded that the field must have a normal component on the grounds

that the normal to the surface, defined by the cross-product between two successive measurements at

the time of a cavity crossing, was not compatible with a surface that would permit detection of radial

plasma flow. However, widely different results are obtained, depending on the exact choice of meas-

urements and this makes the test questionable. We may similarly look at the cross-product of averag_

vectors in Region A relative to Regions B and C, but this involves the assumption that the field externa

to the cavity is perfectly wrapped about the cavity surface without maintaining even a fractional re-

semblance to its original geometry. The assumption becomes untenable if the average distances from

the cavity surface are large as might be expected from the duration of most of the intervals in which

the field is in one of the three regions. In addition to these difficulties in using a cross-product, it

involves in interpretation the assumption that the cavity has a rather simple symmetry which, though

convenient for illustration purposes, may not be justified in view of the apparent diurnal behavior

(Section 9) and various other features already discussed. As an illustrative example, the projection of

Region B vectorsin the xse, Y,e plane of Figure 22 suggests that the field extended almost normal to

a symmetric conical cavity; but if viewed from the sun (VseZ,e plane), it is apparent that only a slight

distortion of such a cavity would place the vectors in front (i.e., on the sunward side) of the assumed

cavity.

Other arguments can be used that suggest that the field inside the cavity but near its surface is

tangential to the surface. The most obvious is the fact that the Region A vectors (Figure 21) show

only small changes in orientation from 22 to 41 Re, and these changes appear to have a diurnal de-

pendence. Another argument against having both a symmetric cavity and geomagnetic field lines

crossing the cavity surface, is that it becomes exceedingly difficult to account for the total magnetic
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field flux. To explain the observed field intensities in the case of a symmetric cavity, when no lines

are allowed to cross the surface, it is necessary to assume that all lines of force intersecting the

earth at latitudes of 72 degrees or higher extend through a plane perpendicular to the earth-sun line

approximately 30 Re behind the earth within the confines of the conical cavity. That is, only an insig-

nificant fraction of the flux can pass through the equatorial plane between 10 and 30 or more R..

Thus, unless the flux is highly concentrated near the cavity surface and not distributed throughout the

volume back of the earth, it is not tenable to postulate both a symmetrical cavity and lines of force

crossing the surface. It also seems unlikely that there would be two highly preferred direct, ions,

Regions B and C, for the field orientation outside the cavity if these fields were to be attributed to

geomagnetic lines crossing the boundary. Similarly, if a significant fraction of the field intensity out-

side the surface was due to field sources inside the surface, we would expect to find a decrease in

intensity in Regions B and C with distance, and this is not the case.

In summary, there is little reason to believe that the geomagnetic lines cross the surface and,

indeed, observations indicate that they do not. Thus, it is not necessary to believe that the measure-

ments contradict the common assumption that the geomagnetic lines do not extend into the highly con-

ductive solar plasma. This does not preclude the existence of a sheath at the boundary in which mix-

ing and diffusion occur as this must certainly take place within a finite volume. It suggests that the

sheath thickness is small compared to the average distance from the boundary when the satellite is

in one of the characteristic field configurations, Regions A, B, and C (Figures 19 and 20). As the

measurements do not reveal either the distances from the boundary or the boundary thickness, we can

only estimate that on the dimensional scale involved the average distances from the cavity could easily

be several earth radii and at least several thousand kilometers, and thus very large compared to

typical values computed for the boundary thickness, even for cases of surface instability. (See, for

example, Reference 34.)

FIELDS EXTERNAL TO THE GEOMAGNETIC CAVITY

In an earlier section the Region B and C fields were interpreted as fields of solar-interplanetary

origin whose orientations may be significantly affected by the proximity to the geomagnetic cavity.

The degree of cavity influence was taken to be uncertain and could be negligible, especially between

1830 UT, March 26, and 0530 UT, March 27. Continuation of this interpretation of the measurements

should reveal some of the properties of the solar wind and the behavior of the associated fields.

It is apparent that the field energy density is typically a factor of 5 to 10 less than the observed

plasma energy density and thus it can be assumed that the field is carried by the solar wind. The

measurements also suggest that the solar wind has both small and large scale variability. The small

scale variability is suggested by the changes that take place between successive samples at 2-minute

intervals. The large scale variability is suggested by the tendency for a given field configuration to

persist for fractions of an hour to several hours and appears both as a movement of the cavity across

the trajectory, typically transitions between Region A and Region C configurations, and as disruptions

of the Region B configuration during the 12-hour period when plasma disappearance and Region A

fields are not observed. The deviations from the Region B configuration, discussed on pages 193 and

194, areparficularly important in interpreting the large scale structure in that each change away from
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theRegionB conditionis accompanied by a shift to a higher energy plasma spectrum. This presents

the possibility, when extrapolated to very quiet conditions, that a very weak solar wind is accompanied

by a spiral field which at 1 AU lies roughly in the ecliptic plane at nearly right angles to the solar

radial direction as predicted for this simple case by Parker (Reference 35) and others. The data

suggests, however, that such a stable configuration may be quite rare and that to retain Parker's

picture it would be closer to reality to view the interplanetary structure along the lines of a series of

small "blast waves" from the sun (Parker, Reference 36). The interplanetary media would then be

broken into annular regions moving outward from the sun and a typical annular width from the Ex-

plorer X data would be of the order 0.01 AU from v(At), where at is the time interval for the region

to cross the satellite and v is the observed plasma velocity. At the other extreme, the structure could

be entirely filamentary with the individual filaments oriented roughly at the stream angle tan- 1 (_ r/v)

with respect to the solar radial direction, where oJand r are, respectively, the sun's angular velocity

and the distance from the sun. Filament dimensions would typically be o_ r(At) cos [tan -1 (wr/v)] in this

case, and thus not greatly different than 0.01 AU. With filaments of this small scale, agreement be-

tween filament orientation and field direction can hardly be expected as the range of observed veloc-

ities would certainly lead to intersecting flow between adjacent filaments in the space between the sun

and the earth. Similarly, in a "blast wave" picture, the flow would necessarily involve higher velocity

regions overtaking the lower velocity regions and the resulting field configuration can hardly be ex-

pected to fit any simple model. Thus, the data is obviously not definitive in selecting between "blast

wave" or filamentary structures and similarly does not distinguish between these structures and other

that might be visualized from a "magnetic bottle" (e.g., Reference 37) picture. The picture that does

emerge is one of considerable structure in the solar wind under average conditions of solar activity.

The correlations with surface magnetic activity also lead to this suggestion. The next question is

whether or not these structures are related to minor solar events on the sun. As illustrated in Figure

14, the time intervals between Class 1 flares prior to the flight have some similarity to the observed

duration of a given field configuration. Correlations cannot be justified, but the coincidence suggests

that it might be worthwhile to attempt statistical correlations between numbers and locations of minor

solar flares and occurrences of simultaneous world-wide magnetic field changes of the type discussed

on pages 192 and 193. A correlation of this type would not be found by the usual techniques, as it re-

quires detailed study of a large number of magnetograms from observatories widely distributed in

longitude.

It may not be sufficient to look for events on the sun to explain the solar wind structure. Instead

dimensions of the order 0.01 AU at distances of 1 AU may be related to a more fundamental and con-

tinuous property of the sun and solar corona. Some suggestion of this comes from McCracken's

(Reference 38) deduction that scattering centers with dimensions of 0.01 AU could account for observe(

angular distributions in cosmic ray flare effects. Dimensions of 0.01 AU, or less, at distances of 1 AI

are also indicated by extrapolating recent observations (Reference 39) of the scattering of radio emis-

sions passing through the solar corona at distances out to 0.5 AU from the sun. These observations

(Reference 39) are particularly suggestive in that a close correlation was also found between detection

of scattering at great distances in equatorial regions (0.25 to 0.5 AU) and the areas and intensities of

calcium plages. Thus, if the basic scattering structure is that of filaments which are extensions of

visible solar rays and plage activity leads to greater density contrast between filaments there is a

reasonable basis for suggesting that this is the type of structure observed by Explorer X.
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From Figures 13 and 19, it is apparent that the solar stream from the Class 3 flare effectively

displaced the existing field structure and the average field orientation (Figure 19) became more ori-

ented in the ecliptic plane with time. The rather large angular deviations show, however, that the

field within the stream was by no means highly regular and as was discussed onpages 196 through 198,

we cannot assume that the SC represents a sharp stream boundary. Depending on the choice of origin

of the stream, 1300 or 1503 UT(seepages 196 through 198), a minimum stream dimension corresponding

to 4 to 6 hours in passage can be stated, but the maximum remains uncertain due to the loss of battery

power.

It is also apparent that the ratio of field energy density to observed plasma energy density after

the SC is essentially the same as observed during other periods when plasma was present between 22

and 40 R e . Thus, if it is assumed that the proximity of the geomagnetic cavity does not affect the

measurements after the SC, this may indicate that the Region B and C fields are not as affected by the

cavity proximity as might be supposed on other grounds.

Comparison of the Region B and C fields with the measurements of Pioneer V (1960 _) does not

show appreciable agreement in detail (References 40, 41, and 42). Field directions are not readily

compared in that Pioneer V measured only the magnitude perpendicular to the spin axis and thus

fields perpendicular to the ecliptic could not be distinguished from fields in the ecliptic plane normal

to the radial solar direction (Reference 43). However, it is apparent in comparing magnitudes that

the Explorer X components in the same plane would in general give values in excess of the 2.7 to

5.0 T fields typically observed with Pioneer V. Similarly, Pioneer V apparently did not see evidence

for large scale structure, except at times of magnetic storms, although the data intervals may in

general have been too short for this to be apparent. Comparison of magnetic activity indices during

the two flights also makes it clear that the Explorer X measurements prior to the SC occurred when

the indices were comparable to those of the quiet days during the Pioneer V flight. Thus, differences

are not readily explained in terms of the level of magnetic activity. Resolution of these differences

can be attempted by assuming that the Region B and C fields show greater magnitude as a consequence

of crowding of the field lines around the geomagnetic cavity; however, various features argue against

this and the differences will best be resolved by future measurements.

ALTERNATIVE INTERPRETATIONS

At various points in the preceding discussion, alternative interpretations were presented, usually

with respect to a particular problem, but no attempt was made to consider all possibilities. There

are alternatives which would lead to grossly different interpretations that should be mentioned even

though space will not permit extensive discussion. These are noted below:

1. If major differences in the plasma energy spectra existed between adjacent filaments in the

solar wind, it is possible that the Region A field intervals could be solar wind filaments in which

particle energies are greater than 5 key. In this case, a cavity picture more consistent with theoret-

ical cavity models could be obtained from the standpoint that a cylindrical surface, crossed once at

0530 UT, March 26, would be adequate and major diurnal distortions would not be indicated by the

measurements. The principal difficulty is obviously the lack of observational evidence for higher

energy plasma.
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2. As in (1) above, in suggesting large velocity differences between adjacent filaments but instead

treating the plasma-free regions as cool filaments, Parker (personal communication} has suggested

that hot (solar wind observed) filaments and cool (solar wind not observed) filaments could be devel-

oped in adjacent columns low in the solar corona and continued outward to great distances with the hot

filaments effectively drawing the fields outward in the cool filaments. Extending this further, we

might suggest that the cool filaments superimpose with the earth's field to explain the similar orien-

tation of Region A fields and the field between 12 and 22 R e . The principal difficulty in explaining the

observations is perhaps accounting for the regularity of the Region A fields.

3. As an alternative to explaining the transitions between Region A and Region C fields in terms

of either movement of the entire cavity or differences in compression of a symmetrical cavity, it can

be suggested that the cavity surface is highly unstable and irregular or that the surface exhibits long

period oscillations. As noted on page 176,and previously illustrated (References 1 and 2), the meas-

urements between 0530 and 1330 UT, March 26, typically show short period field fluctuations when

plasma is observed that might be interpreted as an unstable surface behavior. Uncertainty arises

in interpreting this as a typical behavior in that the same time interval coincides with an extended

period of field fluctuations at the earth's surface as discussed on page 193.

4. W.L Axford (personal communication) and Kellog (Reference 44), following the approach of

Zhigulev (Reference 28), have proposed that the observed field changes can be explained by the ex-

istence of a collisionless shock front spreading outward in the form of a bow wave from a vertex

position located several or more earth radii in front of the magnetosphere at the subsolar point. The

existence of the shock considerably reduces the plasma bulk velocity, perhaps to random motion (W. I.

Axford, personal communication), but the motion presumably again becomes radial at large distances

behind the shock. The magnetic field behind the shock and outside the magnetosphere is presumably

of solar-interplanetary origin but greatly modified by the presence of the shock. Comparison in any

detail with the measurements is currently impossible as the postulated conditions have not been ade-

quately developed from either an observational or theoretical approach.

5. As discussed onpages 181 through 184, the datadoes not suggest the existence of a symmetrical

ring current at distances greater than 4 Re . This does not preclude the existence of current systems

within the cavity such as a "sheet" configuration in the equatorial plane extending over many earth

radii. By careful selection of the distribution of current density and closing the circuit on the night-

side of the earth, probably along field lines to high latitudes, a fit to the observations could probably

be obtained. Explanation along these lines might also explain the outward spreading of the cavity back

of the earth, the total flux required in the cavity, and other features which are difficult to explain in

a model involving no external magnetic field, radial plasma flow, and a conically symmetric cavity.

The rather highly selective current distribution required to fit the observations is the principal dif-

ficulty in seeking explanation along these lines.

DISCUSSION

The measurements taken in radiation belt regions are not inconsistent with a weak diamagnetic

ring current below the magnetic shell intersecting the equator at 3.8 Re. Questions regarding the
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possible existence of meridional currents and the extension of the cavity field suggest that simple

interpretations may not be adequate.

The measurements between 8 and 22 R e and during periods when plasma was not observed between

22 and 41 R e can be interpreted in terms of a large-scale cavity field that decreases in intensity with

distance as F(rl) (rl/r)X with 0.6 < _ <1.0 for r 1 ---- 11.5 Re, r > 11.5 Re, when it is assumed that the

intensity observed depends on the position of the dipole axis relative to the solar stream.

At distances greater than 22 Re, and prior to the SC, the field is typically oriented in one of three

directions designated Regions A, B, and C. A distinctly different level of average field intensity is

associated with each of the three orientations. The Region A fields correlate with the absence of de-

tectable plasma and are interpreted as fields within the cavity. The Region B and C fields are ob-

served only when plasma is observed. The occurrence of Region B fields coincides with both a dif-

ferent degree of magnetic activity on the earth's surface and a different position of the dipole relative

to the solar stream than the A or C fields. This double correlation complicates interpretation as the

relative importances are not separable.

World-wide changes in the magnetic field at the earth's surface characterized by small increases

in the horizontal component are found to correlate with field changes at the satellite.

A change in field intensity at the satellite occurring 0 to 7 minutes after a SC at the earth's sur-

face is identified as a SC effect. However, the direction of the field vector up to half an hour after the

SC followed a slow shift in orientation that began abruptly 2 hours before the SC in coincidence with

an abrupt change in the magnetic field at high latitudes at the earth's surface. This feature and others

present questions regarding the possible importance of particles with energies greater than those

measured suggest that these particles may arrive in advance of the lower energy plasma.

The cavity characteristics indicated by the measurements do not agree in detail with theoretical

cavity models. Agreement might be obtained if it were assumed that the average solar stream was

incident from a direction slightly to the west of the sun and above the ecliptic plane or if there was an

intermittent component of the flow from this direction. Alternatively, agreement should probably not

be expected as the theoretical models do not take into account the existence of a magnetic field out-

side the cavity.

On various grounds the fields measured external to the geomagnetic cavity are interpreted as

fields of solar-interplanetary origin. Uncertainties arise in estimating the extent to which these

fields are influenced by the proximity to the cavity.

The tendency for a given field condition to persist for fractions of an hour to several hours, which

appears both as a movement of the cavity across the trajectory (typically transitions between Region

A and Region C fields) and as disruptions of the Region B fields during a 12-hour period when plasma

is always present, is interpreted in terms of structure in the solar wind. Dimensions of this struc-

ture would typically be of the order 0.01 AU. Arguments tend to favor the view that these structures

may be filamentary extensions of coronal rays, but this is only one of several possibilities.
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In additionto thepointsjust cited,alternativesin interpretationhavebeennotedto emphasizethe
lackof uniquenessthat ensuesfrom the limited state of knowledge of the interactions of plasma with

weak magnetic fields, and from the restrictions of measurement along a single trajectory.
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SUMMARY

The first Orbiting Solar Observatory (1962 [ 1) was launched March
7, 1962, at 1606 UT from the Atlantic Missile Range, Cape Canaveral,
Florida. This spacecraft was designed to point approximately 75 pounds
of instruments at the sun with an accuracy of about 1 minute of arc. An
additional 100 pounds of instruments are carried in a spinning section of
the satellite which sweeps across the sun every 2 seconds. The total
weight of the spacecraft is 458.3 pounds. In orbit, it is 92 inches in di-
ameter and 37 inches in height. It carries data recording equipment
that can store 90 minutes of data. Upon ground command, these data
are played back over the spacecraft's transmission system in 5 minutes.
The spacecraft is in an almost perfect 300-nautical-mile circular orbit
inclined 32.8 degrees to the equator, and has worked perfectly since in-
jection into orbit; at the present writing it has completed over 1000
orbits. The pointing system has functioned with an accuracy of approx-
imately 2 minutes in azimuth angle and 2.5 minutes in elevation. The
temperature inside the satellite has stabilized to 5°C; and excellent
radio transmission has been received.

INTRODUCTION

Since the development of the high-altitude sounding rocket it has been possible for scientists to

observe the sun from outside the main portion of the earth's atmosphere; however, sounding rockets

allow only a fleeting glimpse of the sun and extended observations have not been possible. With the

advent of the earth orbiting satellite, it was quickly recognized that long-term unimpeded solar ob-

servation was possible. One of the early programs initiated by NASA was the development of an

Orbiting Solar Observatory to furnish an observing platform for solar studies. On March 7, 1962,

at 1606 UT, OSO I (1962 _ 1) was launched from the Atlantic Missile Range by a Thor-Delta vehicle.
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The OS0 I spacecraft vas designed to point approximately 75 pounds of instruments at the sun 
with an accuracy of about 1 minute of arc.  An additional 100 pounds of instruments are carried in a 
spinning section of the satellite and sweep across the sun every 2 seconds. 

The total weight of the spacecraft is 458.3 pounds; with the a rms  extended (Figure 1) it is 92 
inches in diameter, 37 inches in height, and consists of two portions-the "wheel," the lower nine- 
sided cylinder with three a rms  attached; and the "sail," the fan-shaped structure mounted above the 
wheel, which carr ies  the pointed instruments and the solar cell array.  The sail is attached to the 
wheel by a shaft running through the wheel; the wheel is free to rotate with respect to the sail. 

In order to provide attitude stability, the wheel is kept spinning at 30 rpm. This spin rate is 
measured by optical rate sensors and is controlled to within f 5 percent by reaction jets (Figure 2) 
which use compressed N, gas. (The N, gas supply carried by the spacecraft is calculated to last 
at least six months.) The angular momentum of the spinning wheel produces great gyroscopic rigid- 
ity and the spin axis tends to remain fixed in inertial space. Although there are various disturbing 
torques which tend to precess the satellite, the precession rate is less than a degree per day. The 
angle between the solar vector and the spin axis is measured by optical e r ror  detectors; whenever 
the angle exceeds 3 degrees, a second set  of reaction jets is used to precess the satellite until the 
pitch error  is corrected. The spacecraft is free to precess in roll about the solar vector, but this 
rate is small. 

The sail is free to rotate about the spin axis and is controlled by optical e r ro r  sensors so that, 
during the sunlit portion of the orbit, the plane of the sail is perpendicular to the solar vector; this 
is accomplished by a servo motor on the sail's shaft which drives against the wheel (the azimuth 

Figure l-Rear view of the first Orbiting Solar Observatory (OS0 1 )  
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Figure 2--Attitude axes of the Orbiting Solar Observatory

servo). The accuracy of this alignment is 1 to 2 minutes of arc. In the center of the sail is a gim-

bal which is free to move in pitch with respect to the sail. The pointed experiments are carried in

this gimbal. A second servo motor (the elevation servo), on the gimbal shift, is optically controlled

to align the instruments to the sun, again with an accuracy of 1 to 2 minutes of arc. The servo sys-

tems derive their error signals from two sets of photoelectric sensors: one set mounted on the

pointed instruments, and the second on the sail. The set mounted on the instruments senses the

angles between the direction in which the instruments are pointing and the sun, producing a current

output proportional to these angles; these detectors have limited fields of view but can measure

angles of less than 1 minute. The set mounted on the sail is used to control the sail so that it is

pointed at the sun within a few degrees. When this has been done, control is switched to the instru-

ment detectors which will have the sun in their field of view. During the dark portion of each orbit,

the servo systems are automatically turned off by a photoelectric switch; the sail is then allowed to

spin with the wheel.

Each time the satellite passes from the dark to the sunlit portion of the orbit, the photoelectric

switch turns on the servo systems. The azimuth servo stops the sail and aligns it so that the solar

vector is normal to the plane of the sail. This is done under the control of the error detectors

mounted on the sail. When the error detectors which are mounted on the instrument have the sun in
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their field of view, controlis switchedfrom thesail detectorsto the instrument detectors. These

detectors then control both the azimuth and elevation servos and align the instruments accurately to

the sun. This acquisition cycle takes approximately 45 seconds.

The azimuth and elevation servo systems are designed to use a total power of less than 4 watts

(including the power used to drive the motors). This is accomplished by driving the azimuth and

elevation motors with a pulse-width modulated power amplifier. The motors are driven by pulses

which are always of maximum drive voltage but whose width varies depending upon the torque level

required from the motor. This scheme eliminates power losses in the power transistors controlling

the motors, since they are either saturated or cut off.

Low power consumption also requires that all bearings, motor brushes, and slip rings have very

low friction. This presents a problem, since these components would ordinarily be sealed to protect

them from the space environment; however, sealing results in too high a friction level and hence in

higher power requirements. To overcome this, all slip rings, motor brushes, and bearings are

operated exposed to the space environment. One of the most significant achievements during the

OSO I development was the perfecting of treatments for these components which allow them to

operate when exposed to the low pressure of the space environment for extended periods of time and

still maintain acceptably low friction levels. The treatments have no outgassing products which

might contaminate the scientific experiments.

EXPERIMENTS

The pointed instrument gimbal can carry 75 pounds of experiments in a space 38 x 8 x 8 inches.

The OSO I spacecraft carries two pointed instruments which have a combined weight of 65.5

pounds. One is a 20.5 pound x-ray spectrometer which covers the spectral range from 30 to 400A.

The second instrument, which weighs 45 pounds, consists of several different experiments: solar

x-ray (20 to 100 kev and 1 to 8A) monitoring experiments, a gamma ray (0.510 Mev) monitoring ex-

periment, an interplanetary dust particle experiment, and an experiment designed to monitor the

aging of the photoelectric error sensors used in the spacecraft's servo system.

There are nine wedge-shaped compartments in the wheel. Of these, five are normally available

for scientific instruments; a total weight of about 100 pounds can be accommodated. The other four

compartments in the wheel are for the spacecraft's control, telemetry, data storage, and command

systems; in O$O I, a sixth experiment shares one of these four compartments. The six experiments

were furnished by the Goddard Space Flight Center and Ames Research Center of NASA, the Uni-

versity of Rochester, the University of California, and the University of Minnesota. The locations of

these experimental packages and a brief description of each are shown in Figure 3. The total weight

of the six wheel experiments in OSO I is 113 pounds.

Since the wheel spins at 30 rpm and its spin axis is normal to the solar vector, each experiment

in the wheel sweeps the sun every 2 seconds. Also, the spacecraft slowly rolls about the solar vector

because of external torques and hence, over a period of time, each wheel experiment will be able to
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Figure 3-Experiments in the OS0 I wheel 

scan the entire celestial sphere. This is extremely useful for experiments that are intended tosurvey 
the sky o r  to compare the radiations and emissions of the sun with those from other regions of space. 

The OS0 I solar cell a r ray  delivers approximately 30 watts of power at 20 volts to the space- 
craft during the time it is oriented to the sun. This power is used to operate the control system, 
telemetry, and experiments during the day, and to charge the nickel-cadmium batteries. During the 
dark period, the telemetry and wheel experiments operate from the storage batteries. Of the 30 
watts, approximately 15 a re  used by the control and telemetry systems and 13 by the experiments; 
this allows 2 watts as a safety margin. 

The telemetry system is FM-FM and has eight channels; six channels a r e  assigned to the sci- 
entific experiments, one is used for monitoring the spacecraft's operation, and one is used for a ref- 
erence oscillator. Each experimenter is assigned a channel. The output of each experiment is con- 
ditioned to 0 to 5 volts and is used to deviate a subcarrier oscillator. The outputs of the eight 
subcarrier oscillators a re  combined and then recorded by a magnetic tape recorder in the spacecraft 
that can record for 90 minutes. The reference oscillator referred to above is used for wow and flut- 
ter  compensation of the tape recorder. Upon command from the ground, the tape can be played back 
in 5 minutes. When the tape is played back, the recorder output modulates a high power (1.75 watts) 
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FM transmitter. In the record mode, data are being stored on tape and the signals are also used to

modulate a low power (250 milliwatt) transmitter so that real-time information is available. Each

part of the telemetry system--subcarrier oscillators, tape recorders, and transmitters--is duplexed

in the spacecraft; the spares can be substituted by ground command if the unit in operation fails.

Because of the increased speed of playback, the information rate into the tape recorder is lim-

ited. A total of 17.5 cps (square wave) of information bandwidth is available to the experimenters.

On OSO I, this was divided as shown in Table 1. Even with these seemingly small data rates, a

large amount of data is being collected by the experiments on OSO I.

Table 1

Telemetry Allocations for OSO I

Experiment Bandwidth

Goddard X-ray Spectrometer

Goddard Gamma Ray Experiment

University of California Proton, Electron,

and Neutron Experiment

University of Rochester Gamma Ray Experiment

Goddard Gamma Ray, X-ray, and

Interplanetary Dust Experiment

University of Minnesota Gamma Ray Experiment

Spacecraft Monitoring Channel

6

4

3

2

1.5

1

1

The OSO I is equipped with a tone-type command system capable of accepting l0 commands

which are used to initiate playback from the tape recorder, to interchange parts of the telemetry

system, and to turn either all the wheel experiments or all the pointed experiments on or off. These

last two commands are incorporated so that if too much power is being used or if the power supply

is not developing the proper amount of power, the experiments can be turned off to allow the batter-

ies to be charged and then turned on again.

The spacecraft's temperature is controlled passively by means of the absorptivity/emissivity

ratio of the surface. This is done by either covering the various surfaces with paint having the proper

ratio, or by highly polishing the surfaces. In order to find the correct ratio, a detailed mathematical

analysis was made and the effects of changing the surface characteristics of the spacecraft were sim-

ulated on a digital computer.

SPACECRAFTPERFORMANCE

The actual performance of OSO I has been most gratifying. The spacecraft is in an almost per-

fect 300-nautical-mile circular orbit, inclined 32.85 degrees to the equator; the period is 96.15
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minutes. At the time of injection, the spacecraft acquired the sun, and all control systems and ex-

periments worked perfectly. At the present writing, the spacecraft has completed over 1000 orbits

and a preliminary analysis has shown all spacecraft systems and all experiments to be functioning

properly.

The pointing accuracy in azimuth (about the spin axis) has ranged from 0.5 to 1.8 minutes of arc.

The power required to drive the azimuth motor is approximately 3 watts, slightly more than was ex-

pected. Figure 4 shows the observed azimuth error angle and the azimuth drive power.

The elevation error has ranged as high as 2.5 minutes of arc and the elevation drive power has

been as high as 4 watts. This is also slightly higher than was anticipated, and is attributed to exces-

sive torque on the instruments from two flexible electric cables from the instruments to the space-

craft's sail. These cables are colder than was anticipated and it is believed that they have become

stiffer. Figure 4 shows the pitch angle of the spacecraft and the variation of the elevation error

angle and drive power with time.

The rate of consumption of N 2 gas used to control the pitch angle and the spin rate is quite low.

The spacecraft was injected into orbit with a pitch angle of about 3.5 degrees. The pitch control sys-

tem corrected this to -1.0 degree, as it was designed to do, immediately after injection. No addi-

tional pitch gas was used until orbit 233, when again the pitch angle had increased to the allowable

limit of 3 degrees. This amounted to a precession of about 0.25 degree per day. A third pitch cor-

rection was made during orbit 329. Between orbits 233 and 329, the precession rate averaged 0.67

degree per day. The rate of change of the pitch angle is expected to vary with time, since it is a

function of the angle between the spin axis and the plane of the ecliptic. When the spin axis is nor-

mal to the ecliptic plane, there is no change in pitch attitude as the earth goes around th_ sun. When

the spin axis is contained in the ecliptic plane the pitch, if not corrected, will change about 1 degree

per day because of the earth's motion around the sun. With the observed rate of N 2 gas exhaustion,

the gas supply should last more than six months.

The solar power supply appears to be working very well. The nickel-cadmium batteries are

being properly charged and their voltage ranges from 20.4 volts at the end of the day to 18.5 volts

at the end of the night. This voltage swing is as expected and indicates that the batteries are not

being severely discharged during the night. The solar cell array is running slightly cooler than was

expected, increasing the solar cell output by between 1 and 2 watts; therefore, the batteries arebeing

kept well charged. Inside the wheel the temperature is 5°C, which compares very well with the de-

sign temperature, and is essentially constant throughout the orbit. The temperature excursions of

the outer panels of the wheel do not exceed 12°C throughout the orbit. Thirty orbits were required

to reach temperature equilibrium. The highest temperature reached on the solar cell array during

the day is 60°C and at night the sail cools down to -38°C. The solar cell panel's rate of change of

temperature as the spacecraft enters the sunlight is about 7 degrees per minute. A temperature

monitor inside the Goddard x-ray spectrometer indicates a temperature of about 7°C with only about

+ 1 degree change over the orbit.

The FM-FM telemetry system of the spacecraft has been most satisfactory. The signals re-

ceived at the ground stations during tape recorder playback have been strong and clean. A record
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of a data transmission received at the Fort Myers, Florida, station compares favorably with one

made in the laboratory during spacecraR checkout. Itis possible to receive real-time data trans-

missions from the spacecraft in Boulder, Colorado. The signal is sufficientlygood that information

concerning the operation of the spacecraft and the experiments is routinely being gathered at

Boulder.

The OSO I command system is functioning properly but has been found quite susceptible to spur-

ious commands. This was not unexpected, since the same type of trouble occurred with the Ex-

plorer XI (1961 91) which has the same command system. Because of this possibility,the commands

were structured so that nothing catastrophic to the spacecraft could occur ifthe command system did

accept spurious commands. This difficultyhas been an annoyance but has not compromised the

spacecraft's operation.

SUMMARY

In summary, the OSO I was designed to provide a stabilized observing platform above the earth's

atmosphere from which scientific observations of the sun and space could be performed. It is the

first of a series of orbiting observatories which will progressively become more sophisticated, ver-

satile, and useful. Operating experience with the OSO I has already given an observing time equiva-

lent to that which would require nearly 10,000 Aerobee-Hi sounding rocket flights, at a fraction of the

cost of such a rocket program. The first Orbiting Solar Observatory has successfully performed its

mission and has ushered in a new era in astronomy and astrophysics.
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COSMICRAY EXPERIMENTSFOREXPLORERXll (1961'u)
AND THE ORBITINGGEOPHYSICALOBSERVATORY

George H. Ludwig and Frank B. McDonald

Goddard Space Flight Center

SUMMARY

The cosmic ray experiment on Explorer XII consisted of a Geiger
counter telescope, a thin CsI scintillation counter, and a large-area
scintillation counter telescope. The thin scintillation counter was con-
nected to an 8-level integral analyzer. The large-area scintillation
counter telescope, which measured the energy loss of the detected par-
ticle, was fed to a 32 channel differential pulse height analyzer with a
storage capacity of 65,535 counts per channel. Both the Geiger counter
telescope and single counter rates were telemetered. All information

was multiplexed onto a single channel. Details of the instrumentation
and the methods of encoding are discussed herein.

For the first Orbiting Geophysical Observatory mission, a new
scintillation counter telescope has been developed which measures both
energy loss and total energy. This furnishes excellent charge and en-

ergy resolution over an energy range from about 11 to 90 Mev per nu-
cleon. Design details of this telescope and its associated electronic
instrumentation are also presented.

INTRODUCTION

Measurements of the primary cosmic ray charge and energy spectra have been conducted for

some time by means of balloon-borne instruments and nuclear emulsions. These measurements have

been confined to the energy range above 65 Mev/nucleon since the lower energy particles cannot pen-

etrate the atmosphere above the balloon, and thus cannot reach the detectors. Rocket probes could

carry the instruments farther from the earth to extend these investigations to lower energies; how-

ever, the cosmic ray flux is so low that adequate data could not be accumulated during the brief tra-

jectory to yield statistically meaningful results. The high apogee satellite offers the first good

chance to investigate the lower energy region of the cosmic ray spectrum. Such a satellite must

place the instruments well outside the earth's high intensity radiation belts for an appreciable period

of time.
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THE EXPLORERXll EXPERIMENT

Explorer XII (1961u) was launched on August 16, 1961, into an orbit having an initial geocentric

apogee of 83,600 km and perigee of 6700 kin. This satellite contained a detector to investigate the

energy spectrum of the total primary cosmic ray flux in the range from 3 to greater than 600 Mev/nu-

cleon. It consisted of three detector arrays: a scintillation detector employing a thin crystal to in-

vestigate the spectrum in the 3 to 80 Mev/nucleon range; a double scintillator telescope array to per-

form a detailed differential analysis of the 100 to 600 Mev/nucleon portion; and a Geiger-Mueller

counter telescope to measure protons having energies greater than about 28 Mev.

The Single Scintillation Detector

The configuration of the thin, single crystal detector is shown in Figure 1. A Csl (Tl) crystal

0.5 gm/cm 2 thick was used. A collimator was located around the crystal to define the geometry for

all protons having energies less than about 400 Mev. The crystal was viewed by an RCA type C-7151

photomultiplier (PM) tube, which is a ruggedized version of the RCA 6199 tube. The detector was cal-

ibrated continuously by a small Pu 239 alpha particle source mounted on the crystal; these particles

lose about 3.5 Mev in the crystal. The high voltage power supply was located at the base of the PM

tube. The complete assembly was encapsulated to form a rugged assembly capable of withstanding

the launch environment and of operating throughout the pressure transition from one atmosphere to

vacuum.

The characteristics of the detector are shown in Figure 2. Protons which enter the crystal

through the thin foil (6.5 mg/cm 2 aluminum) and lose all their energy in the crystal fall along the

curve A. The point of intersection of curves A and B represents particles which pass completely

through the crystal but lose all their energy in the process. More energetic protons fall along curve

B. As the particles become more and more energetic, less and less energy is lost due to the de-

creasing rate of energy loss. Minimum ionizing protons fall on the high energy, zero slope portion

of the curve.

224

ALUMINUM

1.9 cm DIAMETER

.5 8m/cm" THICK

HV
POWER
SUPPLY

Figure i-The thin scintillator counter assembly

_'_OUTPUT TO
8-LEVEL

INTEGRAL

ANALYZER



A

o

t_

z

3O

20

10

1-

.1

1

LEVEL 7 _ LEVEL 8 A B

LEVEL 3

J

LEVEL 1

I I I I I III I ' I I I I I I1| I I I I I I II1 I I

10 100 1000

PROTON KINETIC ENERGY (Mev)

Figure 2--Proton energy loss in the thin sclntillotor as a function of energy

I I I I I I

An eight-level integral pulse height analyzer was used with the detector; the pulse height thresh-

olds are indicated in Figure 2. For each setting, all events resulting in an energy loss in the crystal

greater than the threshold value were counted. Thus, all events counted while the analyzer was on

level eight corresponded to protons of 9.4 to 13 Mev, all events counted on level seven to protons of

8 to 14 Mev, and so on. From a combination of this information with that from the other detectors

and our previous knowledge of the spectrum, it is possible to determine the spectral distribution of

particles down to approximately 3 Mev per nucleon.

The Double Scintillator Telescope

Since the amount of absorbing material needed to define the geometry for higher energy particles

is excessive for use in satellites, a double scintillator telescope array (Figure 3) was employed for

these particles. Two 0.975 gm/cm 2 disc shaped plastic scintillators were used in a telescope array

having a geometric factor of 13.6 cm2-ster. The pulse from scintillator B was analyzed when a par-

ticle passed through scintillator A and into or through scintillator B. A curve similar to the one (Fig-

ure 2) for the single scintillator existed for this B scintillator -- the protons which entered but did not

penetrate the scintillator fell along an ascending curve A, and those which penetrated fell along a

curve B.

The analysis of these events was performed by a 32 channel differential pulse height analyzer with

a magnetic core memory. Figure 4 shows a spectrum obtained from this instrument during its flight.
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Figure 4--Scintillator telescope pulse height distributions obtained on four days during the flight

of Explorer XII. The energies of protons which pass completely through the crystal and the ana-

lyzer channel number are superimposed on the abscissa
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A large portion of the events (during solar quiet

times) are minimum ionizing protons corre-

sponding to an energy loss of about 1 Bev--thus,

we find a peak in the spectrum at that energy

which assists in calibrating the system. This

peak is spread by the Landua spread of the min-

imum ionizing particles. The events registered

in clmnnels 2 through 4 are due to low energy

particles. The failure of the curve to terminate

at an energy loss corresponding to the intersec-

tion of curves A and B in Figure 2 is due to the

alpha particle contributiora For this reason the

useful lower energy limit of the detector is set

at about 100 Mev. The upper limit is about 600

Mev, since protons of greater energy exhibit

large statistical fluctuations in energy loss.

The GM Counter Telescope

COINCIDENCE .
OUTPUT

GM COUNTER/.

SINGLE COUNTER
OUTPUT

ELECTRONICS

HV
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--1 SUPPLY

Figure 5--The GM counter telescope configuration

A simple GM counter telescope was flown to determine the directional and omnidirectional cos-

mic ray intensities. The telescope threshold energies were 70 and 8 Mev for protons and electrons,

respectively. The GM counters were disc shaped with effective diameters of 4.45 cm and depths of

1.0 cm. Figure 5 shows the configuration of the array, and the geometric factors are plotted as a

function of proton energy in Figure 6. The efficiency of the telescope was 88 percent for minimum

ionizing protons. It was operated in two modes:
160

In the coincidence (telescope) mode, only par-

ticles entering both counters were counted. In

the singles mode, all events from one GM counter

were counted to obtain an approximation of the

omnidirectional flux.

The Signal Conditioning Instrumentation

A signal conditioning system (Reference 1)

processed the signals from the three detector

arrays (Figure 7). The pulses from the single

GM counter, the coincidence pulses from the

GM counter telescope, and the thin scintillator

pulses from the eight-level threshold discrim-

inator were counted sequentially by a 15-stage

binary scaler. At the beginning of the subcom-

mutation cycle of the GM counter coincidence

events were accumulated for about 1.6 seconds.
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Figure 6-Geometrlc factor as a function of incident
proton energy for both modes of operation of the GM
counter telescope. The geometry is defined by a com-
bination of the counter configuration and the absorbing
material in the proton path
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Figure 7--Block diagram of the Explorer XII cosmic ray experiment

During the next 0.96 second the scaler was read into the telemetry system for transmission to the

ground by the 3-bits-at-a-time commutator. Then the single GM counter output was accumulated and

read during similar intervals. The output of the thin scintillator detector, with the discriminator set

at the first level, was accumulated and telemetered during the next 1.6 and 0.96 second intervals re-

specUvely; and this was repeated for discriminator levels two through eight. Thus a complete set of

counting rates for these two detectors was obtained in 25.6 seconds. This entire sequence was re-

peated 12 times in slightly more than 5 minutes (307.2 seconds exactly).

While these rates were being measured, pulses from the double scintillator telescope were being

analyzed. The analyzer included a linear amplifier to increase the amplitudes of the PM tube pulses;

a linear gate to block all pulses not resulting from an acceptable coincidence event; a pulse height-to-

time converter from which a pulse train consisting of a number of pulses proportional to the initial

pulse amplitude was obtained for each event; and a storage system. At the end of the five minute

analysis and storage interval, the pulse height spectrum was contained in a 32 channel by 16 bit mag-

netic core storage matrix. The count capacity for each channel was, therefore, 2 le - 1 or 65,535

counts.
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Following the accumulation of these data the 
"analyze and store" operation was terminated, SINGLE 

CRISTAL GM COSMIC 
DEECTOR RLV TELESCOPE 

\ COSMIC 
RAV LOGIC the accumulation of counts from the GM counters 

and thin scintillator was interrupted, and the con- 
tents of the storage matrix were telemetered two 
bits at a time. The readout wasrepeated a sec- 
ond time; and this time the memory was erased 
when read. The f i r s t  half of theerased memory 
was  telemetered a third time so that the com- 
pleteness of the erasure could be checked. The 
complete readout (2-1/2 times) required 102 
seconds. Following the readout, the system re- 
verted to the "analyze and store" mode, and the 
data system again telemetered the counting 
rates from the GM counters and thin crystal 
scintillator. The entire cycle, including the ob- 
taining of the counting rates of the GM counters, 
the integral spectrum fromthe thin scintillator, 
and the differential spectrum from the scintil- 
lator telescope, was repeated every 6.66 minutes. 

Figure &The Explorer XI1 instrument tray. The units 
canprising the cosmic ray experiment are darkened. 
Not shown are the solar poddles, cover, and magne- 
tometer boom and coi I assembly 

The complete Explorer W system described above, including the detectors, conditioning equip- 
ment, and pulse height analyzer, was fabricated in the form of five subassemblies weighing a total of 
12.8 pounds, requiring about 1.4 watts of electrical power, and utilizing approximately 530 transistors. 
The subassemblies have been darkened in the photograph of the satellite instrument shelf (Figure 8). 
During the satellite's operating life (113 days) this equipment obtained a large amount of interesting 
new data about the primary cosmic rays and solar particles (References 2 and 3). 

THE ECCENTRIC ORBITING GEOPHYSICAL OBSERVATORY (EGO) EXPERIMENT 

An improved cosmic ray experiment is being prepared for launch aboard the first Eccentric Or- 
biting Geophysical Observatory (EGO) in mid-1963. This experiment will determine the relative 
abundances of nuclei of atomic numbers 1 through 8 (oxygen) and the energy spectrum for each, over 
the approximate energy range 11 to 90 Mev/nucleon. The experimental equipment employs scintil- 
lator crystals (Figure 9) to measure independently the rate of energy loss and total energy of each 
particle. A thin CsZ (TI) crystal A of 0.45 gm/cm2 thickness (1 mm) measures a AE which is approx- 
imately proportional to the rate of energy loss. The particles which stop in the thick (9 gm/cm2)- 
scintillator B produce an output that is nearly proportional to E-AE, where E is the initial energy of 
the particle. A guard scintillator C of thickness 0.8 gm/cm2 surrounds the thick scintillator, and a 
coincidence circuit establishes the condition that each incident particle produce outputs from both the 
AE and (E-AE) scintillators, but not from the guard scintillator By in order that it be analyzed. This 
establishes the geometry for  the detector and ensures that energetic particles passing completely 
through the thick scintillator are not analyzed. 

' 
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Figure 9--The EGO nuclear abundance detector configuration. The light from the twoCs! crystals
is diffusely reflected by internal white surfaces onto the photocathodes of the upper two PM tubes

The manner in which this detector determines the energy spectra of the individual nuclear con-

stituents can be seen with the aid of Figure 10, in which the energy lost in the _E scintillator is plot-

ted as a function of the energy lost in the (E-SE) scintillator for the various nuclei. In practice the

measurements are scattered about the curves shown--this is due to Landau scattering, the variation

in path length through the thin scintillator for different angles of incidence, the variation in light

transmission between the crystals and the photocathodes of the PM tubes, and the uncertainties of

the measurements of the PM tube pulse heights. These effects combine to produce approximately a

15 percent resolution, measured at the half height of a 0.5 Mev line. This resolution is adequate to

separate electrons, protons, deuterons, tritons, alpha particles and lithium, beryllium, boron, car-

bon, nitrogen, and oxygen nuclei. The separation of the He 3 and He 4 lines is marginal, but may be

possible if the two are approximately equal.

The two squares in Figure 10 indicate the areas in the AE vs. (E-AE) field covered by the EGO

experiment. The lower energy region represents the ranges normally covered by the pulse height

analyzers. However, if a pulse from either the AE or the (E-AE) crystal exceeds the upper bounds

of this region, the gains of the amplifiers in the analyzers are automatically reduced. The field

covered by this configuration is represented by the upper energy, or heavy nucleon, square. The

terminations of the high energy ends of the curves results from the action of the guard scintillator.

The energies at these termination points are those required for the particles to pass completely

through the (E-SE) scintillator but not enter the guard scintillator.
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Figure lO--The energy loss in the thin bE crystal as a function of energy loss in the thick (E-_E)
crystal. The two squares indicate the regions to be covered by the EGO experiment

In this experiment a rather high resolution analysis of the pulse heights from the AE and (E-AE)

photomultiplier tubes is necessary. The system block diagram (Figure 11) shows the operation of the

three dimensional (two parameter) 256 channel analyzer developed for this task. Scintillator pulses

A, B, and C and a signal from a busy bistable multivibrator in the gate control circuit produce a gat-

ing signal at the coincidence circuit output if the A and B pulses are above the coincidence circuit

threshold, the C pulse is below the threshold, and the busy bistable is in the "not busy" state. This

coincidence pulse is then steered by the gain setting circuit: Normally the coincidence pulse passes

to the pair of high gain linear gates; but if either the A or B pulse amplitudes eKceed a threshold

value, then the coincidence pulse is routed to the two low linear gates. A marker bit is telemetered

with the data to indicate the gain setting for each event analyzed.

The A and B pulses are amplified, shaped, and delayed. The amplifiers are highly stable charge-

input circuits employing very large amounts of feedback. Delay line shapers are employed to produce

standard 2/_sec wide, squared pulses in order to remove the effects of changes in PM tube pulse

characteristics. Additional pulse amplifiers are used in the high gain setting. The gate outputs

charge the capacitors in the sweep circuits of the height-to-width converters. Sweep threshold de-

tectors produce clock gating pulses, which permit numbers of clock pulses proportional to the ampli-

tudes of the A and B pulses to emerge from the analyzers. Careful synchronization of the clock,
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Figure 11--Block diagram of the EGO nuclear abundance experiment

busy bistable, and sweep circuit prevents jitter of the output pulse numbers. The busy bistable is set

"busy" at the instant of occurrence of the clock pulse immediately following the charging of the sweep

capacitor. At the same time, the clock pulse output gate is opened. The discharging of the sweep

capacitor through a constant current generator is held off until this time; thus, the sweep always be-

gins coincidently with the beginning of the first output clock pulse. The clock pulse output gate is

closed when the sweep voltage reaches a threshold value.

The pulses from the clock pulse output gates are counted by two binary scalers. Eight stages are

used, giving 256 channel pulse height resolution. Following the analysis of an acceptable event, binary

numbers proportional to the A and B pulses reside in these scalers, and the busy bistable is in the

busy state, holding off the analysis of additional events.

The data handling system in the EGO spacecraft is a PCM time-sharing system. Two main multi-

pliers or commutators, located in two data system equipment groups (EG) are used. Each has 128 data

inputs, corresponding to 128 nine-bit words in the telemetry frame. The words are entered into the

equipment group designated by the signal on a switch signal line -- the absence of a signal on this line

means "feed EG 1" while the presence of a signal means "feed EG 2".

A number of lines connect the experiment to the data handling system. A data line is required for

each equipment group to carry the serial binary data from the experiment to the data system. A shift
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pulse line from each equipment group causes the bits at the experiment output to change in synchro-

nism with the data system. Inhibit (or gating} signals from each telemetry word route the data from

the experiment to the proper positions in the telemetry format.

For this experiment the data are entered into the data handling system by a shift register. When

the data system is ready to begin accepting data, the contents of one of the two binary scalers are

parallel-transferred into the shift register, and the scaler is reset. The contents of the shift register

are then shifted serially into the data system in synchronism with the shift pulses. Then the contents

of the other scaler are transferred and shifted. The contents of the two scalers are entered into ad-

jacent words in the telemetry frame. Following the completion of this entry, the busy bistable cir-

cuit is reset to "not busy" and the system is free to accept another event for analysis.

Several auxiliary indicator bits are included in the data. The gain setting is entered into the ninth

bit of the A binary scaler and, whenever either binary scaler overflows because an event occurs above

or to the right of the low gain square of Figure 10, a "data error" bit is entered into the ninth bit of

the B binary scaler. In addition, a data error is indicated if the data system attempts to read the bi-

nary scalers while an analysis is still in process. To prevent the beginning of an analysis while the

data system is still reading the experiment, the busy bistable is set "busy" at the beginning of the

readout if this has not already been done by the occurrence of an acceptable event in the analysis in-

terval preceding the readout.

The EGO system will be capable of accepting and analyzing an event every second when the data

are being recorded by the spacecraft data storage system. Operation at 8 or 64 events per second will

occur whenever the data are transmitted directly to the ground receivers without on-board storage.

The dead time of the analyzer itself is approximately 10 + 2N microseconds, where N is the higher

of the two numbers produced in the binary scalers. Of course, the system is also dead whenever the

busy bistable is "busy."

A secondary system is included in this experiment to provide additional information about the

nuclear abundance measurements, and to provide an independent measurement of the flux of rela-

tively high-energy particles by a simple monitoring detector. An eight position commutator sequen-

tially connects eight sources to a scaler. The pulses from the first source are counted for a known

period and the contents of the scaler are read into the data system. Then the pulses from the second

source are counted and read, etc. The eight inputs are as follows: (1) The input is left open, to assist

in establishing frame synchronization. (2} The C guard detector pulses are counted to allow meas-

urement of high fluxes of charged particles which might effect the accuracy of the primary measure-

ments, and to give a measurement of the omnidirectional intensity. (3) The coincidence circuit ABC

pulse rate is measured to determine the number of events which would have been analyzed if the in-

strument had a zero dead time. (4) The AB coincidence events are counted to give a rough measure-

ment of the directional intensity. (5), (6), (7) The X-, Y-, and Z-axes GM counter telescope rates,

respectively, are measured. (8) The sum rate from the six GM counters is measured to give a rough

measurement of the omnidirectional flux.

The GM counter array forms a simple monitoring instrument to check the validity of the primary

detector's measurements, to allow direct comparisons of results obtained on other flights on which
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similar arrays are flown, to providemeasurementsof the cosmicray intensity,andto determinethe
directional characteristicsof thecosmicrays. Eachaxisof this array is similar to theExplorerXII
GMtelescopedescribedaboveandshownin Figure 6.

The scaler which counts these pulses has a rather unique quasi-logarithmic characteristic which

provides a large dynamic range while retaining a fixed accuracy, with the use of only nine binary data

bits. The word obtained from the scaler has two parts: a number consisting of N binary bits and an

exponent consisting of E binary bits. The count capacity nm. x of the circuit is, in general

=2 N (22z - 1)nma x

In this case N = 5 and E = 4, so that nmox = 2 21 - 2 s = 2,097,120. This scaler is read by the space-

craft data system in the same manner as the analyzer scalers described earlier.

This complete experiment is packaged in two assemblies, a cubical main package eight inches on

a side, and a GM telescope package approximately 4 × 4 × 5.5 inches. The total weight of the experi-

ment is 10.5 pounds, and it requires 1.7 watts of power. The basic detector assembly has been flown

on balloon flights several times during the past year to check its characteristics (Reference 4). These

flights confirm the derivation of the detector parameters, and indicate that high resolution analysis of

the charge spectrum will be possible.

CONCLUDINGREMARKS

As more becomes known about a particular space phenomenon, experiments to study the phenom-

enon tend to assume a more complex character so that increasingly detailed information can be ob-

tained. Because the cosmic rays have been investigated for many years, a great deal is already known

about them. The experiments described in this paper were designed to increase the amount of de-

tailed information about the energy and charge spectra of low energy cosmic rays. The Explorer XII

instrument represents the first use of a medium-resolution differential analyzer and core memory

system in space. The EGO system is an extension of this earlier work to make possible two param-

eter analysis with much higher resolution. It can be expected that instruments of this type will have

wide application in space research as it becomes possible to make higher quality measurements of

other phenomena.
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